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#### Abstract

In this paper, we focus on a class of convexly constrained nonsmooth convexconcave saddle point problems with cardinality penalties. Although such nonsmooth nonconvex-nonconcave and discontinuous min-max problems may not have a saddle point, we show that they have a local saddle point and a global minimax point, and some local saddle points have the lower bound properties. We define a class of strong local saddle points based on the lower bound properties for stability of variable selection. Moreover we give a framework to construct continuous relaxations of the discontinuous min-max problems based on convolution, such that they have the same saddle points with the original problem. We also establish the relations between the continuous relaxation problems and the original problems regarding local saddle points, global minimax points, local minimax points and stationary points. Finally, we illustrate our results with distributionally robust sparse convex regression, sparse robust bond portfolio construction and sparse convex-concave logistic regression saddle point problems.


Keywords: nonsmooth min-max problem, nonconvex-nonconcave, local saddle point, sparse optimization, cardinality functions, smoothing method

MSC Classification: 90C46, 49K35, 90C30, 65K05

## 1 Introduction

Let $c: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a Lipschitz continuous function with $c(\mathbf{x}, \mathbf{y})$ convex in $\mathbf{x} \in \mathbb{R}^{n}$ for $\mathbf{y} \in \mathbb{R}^{m}$ and concave in $\mathbf{y} \in \mathbb{R}^{m}$ for $\mathbf{x} \in \mathbb{R}^{n}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\hat{n}}$ and $h:$ $\mathbb{R}^{m} \rightarrow \mathbb{R}^{\hat{m}}$ be continuously differentiable functions. For a vector $\mathbf{a} \in \mathbb{R}^{k},\left\|\mathbf{a}_{+}\right\|_{0}$ is the cardinality function for the positive elements in a, that is, $\left\|\mathbf{a}_{+}\right\|_{0}=\|\max \{\mathbf{a}, \mathbf{0}\}\|_{0}=$

[^0]$\sum_{i=1}^{k}\left(\max \left\{\mathbf{a}_{i}, 0\right\}\right)^{0}$ with $0^{0}=0$. In this paper, we consider the saddle point problems with cardinality penalties in the following form
\[

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y}):=c(\mathbf{x}, \mathbf{y})+\lambda_{1}\left\|g(\mathbf{x})_{+}\right\|_{0}-\lambda_{2}\left\|h(\mathbf{y})_{+}\right\|_{0}, \tag{1.1}
\end{equation*}
$$

\]

where the feasible sets $\mathcal{X} \subset \mathbb{R}^{n}$ and $\mathcal{Y} \subset \mathbb{R}^{m}$ are convex and compact, and the penalty parameters $\lambda_{1}, \lambda_{2} \in \mathbb{R}$ are positive.

In the last few years, many interesting applications of the min-max problems have been found in machine learning and data science, especially the generative adversarial network (GAN) [23, 24, 31] and adversarial training [8]. Problem (1.1) is a discontinuous and nonconvex-nonconcave min-max problem, i.e. $f$ is discontinuous in $\mathcal{X} \times \mathcal{Y}$, $f(\cdot, \mathbf{y})$ is not convex for some fixed $\mathbf{y} \in \mathcal{Y}$ and $f(\mathbf{x}, \cdot)$ is not concave for some fixed $\mathbf{x} \in \mathcal{X}$. A special case of (1.1) is

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} c(\mathbf{x}, \mathbf{y})+\lambda_{1}\left\|(\mathbf{x}-\underline{\mathbf{a}})_{+}\right\|_{0}+\lambda_{1}\left\|(\overline{\mathbf{a}}-\mathbf{x})_{+}\right\|_{0}-\lambda_{2}\left\|(\mathbf{y}-\underline{\mathbf{b}})_{+}\right\|_{0}-\lambda_{2}\left\|(\overline{\mathbf{b}}-\mathbf{y})_{+}\right\|_{0}, \tag{1.2}
\end{equation*}
$$

where $\underline{\mathbf{a}}, \overline{\mathbf{a}} \in \mathbb{R}^{n}$ and $\underline{\mathbf{b}}, \overline{\mathbf{b}} \in \mathbb{R}^{m}$. In particular, if $\underline{\mathbf{a}}=\overline{\mathbf{a}}=\underline{\mathbf{b}}=\overline{\mathbf{b}}=\mathbf{0}$, then (1.2) reduces to the convex-concave saddle point problem with $\ell_{0}$ penalties as follows

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} c(\mathbf{x}, \mathbf{y})+\lambda_{1}\|\mathbf{x}\|_{0}-\lambda_{2}\|\mathbf{y}\|_{0} \tag{1.3}
\end{equation*}
$$

In 1928, von Neumann [37] proved that when $c$ is a bilinear function, and $\mathcal{X}, \mathcal{Y}$ are two finite dimensional simplices,

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} c(\mathbf{x}, \mathbf{y}) \tag{1.4}
\end{equation*}
$$

has a saddle point and it holds

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} c(\mathbf{x}, \mathbf{y})=\max _{\mathbf{y} \in \mathcal{Y}} \min _{\mathbf{x} \in \mathcal{X}} c(\mathbf{x}, \mathbf{y}) \tag{1.5}
\end{equation*}
$$

This pioneering work has inspired a number of seminal contributions in the existence theory of saddle points of min-max problems in economics and engineering [19-21, 38, 43-46]. In 1949, Shiffman [45] gave a new proof of von Neumann's minimax theorem with a generalization to continuous convex-concave functions. Based on Brouwer's fixed point theorem, Nikaido [38] proved (1.5) for a continuous and quasi-convexconcave function $c$. Here, we call $c$ is quasi-convex-concave if $c(\mathbf{x}, \mathbf{y})$ is quasi-convex in $\mathbf{x} \in \mathbb{R}^{n}$ for $\mathbf{y} \in \mathbb{R}^{m}$ and quasi-concave in $\mathbf{y} \in \mathbb{R}^{m}$ for $\mathbf{x} \in \mathbb{R}^{n}$. In 1958, Sion [46] generalized von Neumann's result, and showed that if $c$ is quasi-convex-concave and lower semicontinuous-upper semicontinuous, then (1.4) has a nonempty saddle point set whose closedness and convexity were pointed out in [43]. Moreover, we know from [20, Theorem 1.4.1] that

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y})=\max _{\mathbf{y} \in \mathcal{Y}} \min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \mathbf{y}) \tag{1.6}
\end{equation*}
$$

is a necessary and sufficient condition for the existence of a saddle point of $f$ over $\mathcal{X} \times \mathcal{Y}$.

When $f$ is not convex-concave, (1.6) fails in general. The concept of local saddle points is defined by considering (1.6) locally at a point in $\mathcal{X} \times \mathcal{Y}$. However, a local saddle point also may not exist for a nonconvex-nonconcave min-max problem. In [33], Jin, Netrapalli and Jordan gave the definitions of global minimax points and local minimax points by considering the min-max problem as a two-player sequential game. Necessary and sufficient conditions for the local minimax points were studied in [18, 26, 31, 33]. Recently, Chen and Kelley [12] showed that a min-max problem for robust linear least squares problems does not have a saddle point, a local saddle point and a local minimax point, while it has infinitely first order stationary points and finite global minimax points. However, the set of first order stationary points and the set of global minimax points do not have a common point.

The cardinality functions in problem (1.1) play important roles to ensure the sparsity of the desirable solutions and improve the estimation accuracy by selecting important feature parameters. In the last decades, sparse minimization models with cardinality penalties have been widely used for sparse signal recovery, sparse variable selection, compressed sensing and statistical learning [2, 3, 7, 16, 47]. Advanced mathematical and statistical theory and efficient algorithms have been developed for sparse minimization [3, 9, 13, 32]. Recently, He et al. [28] systematically compared the solutions of a special quadratic minimization problem with $\ell_{0}$ penalty, $\ell_{1}$ penalty and capped- $\ell_{1}$ penalty.

Inspired by the wide applications of saddle point problems and sparse optimization, we consider the sparse min-max problems modeled by (1.1). In section 6 , we will use three applications to explain the motivation behind our research on this model and the importance of cardinality penalties in the model. To the best of our knowledge, mathematical theory and numerical algorithms on sparse saddle point problems with cardinality penalties have not been systematically studied.

Approximating cardinality functions by continuous or smooth functions is a promising approach in studying this class of problems. Many continuous relaxations to the cardinality function have been brought forward, such as the $\ell_{1}$ norm [9], SCAD [22], hard thresholding [22], $\ell_{p}$ norm $(0<p<1)$ [13], MCP [50], capped- $\ell_{1}$ [40], CEL0 [47], etc. In this paper, we construct continuous approximations to the cardinality functions in (1.1) based on convolution [10, 11], which include most popular relaxation functions to the cardinality function.

The main contributions of this paper have four parts.

- We prove the existence of a local saddle point and a global minimax point of (1.1), and define a class of strong local saddle points that have some desirable sparse properties.
- Based on convolution, we introduce two classes of density functions to provide a unified method for constructing the continuous relaxations with different smoothness to the cardinality function, which induce many popular continuous penalties in sparse optimization. Moreover, we propose the continuous relaxation problem of (1.1), which has both the local saddle points and global minimax points.
- We establish the relations between (1.1) and its continuous relaxations regarding the saddle points, local saddle points, local minimax points and global minimax points. Moreover, we define the first order and second order stationary points of the continuous relaxation problem. We show that both the first and second order stationary points of the continuous relaxation problems are not only the strong local saddle points of (1.1), but also have some promising computational tractability.
- We show the gradient consistency of a class of smoothing convex-concave functions to nonsmooth functions $c$. Moreover we prove that any accumulation point of weak d (irectional)-stationary points of the smoothing relaxation problem is a weak d-stationary point of the nonsmooth relaxation problem as the smoothing parameter goes to zero.
The rest of this paper is organized as follows. In Section 2, we prove the existence of local saddle points and global minimax points of (1.1). In Section 3, we construct the continuous relaxations to (1.1). In Section 4, we establish the relations between (1.1) and its continuous relaxation problems. The smoothing functions of nonsmooth function $c$ are studied at the end of this section. In Section 5, we study the first order and second order stationary points of the continuous relaxation problems for a particular class of (1.1) and their relations with the strong local saddle points of (1.1). In Section 6, we show the applications of problem (1.1).

Notation Let $\mathbb{R}_{+}=[0,+\infty), \mathbb{R}_{++}=(0,+\infty)$ and $[n]=\{1,2, \ldots, n\}$ for a positive integer $n$. For a matrix $\mathbf{A} \in \mathbb{R}^{n \times m}, \mathbf{A}_{i j}$ means the element of $\mathbf{A}$ at the $i$ th row and $j$ th column. Let $\mathbf{e}_{i}$ be the vector with 1 at the $i$ th element and 0 for the others and $\mathbf{e}$ be the vector with 1 for all elements. For a Lipschitz continuous function $c: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$, $\partial_{\mathbf{x}} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ and $\partial_{\mathbf{y}} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ mean the Clarke subgradients of $c$ with respect to $\mathbf{x}$ and $\mathbf{y}$ at point $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$, respectively. When $c$ is Lipschitz continuously differentiable, $\partial^{2} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ means the Clarke generalized Hessian of $c$ at point $(\overline{\mathbf{x}}, \overline{\mathbf{y}}), \partial_{\mathbf{x x}}^{2} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ and $\partial_{\mathbf{y y}}^{2} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ mean the Clarke generalized Hessian of $c(\mathbf{x}, \mathbf{y})$ with respect to $\mathbf{x}$ and $\mathbf{y}$ at point $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$, respectively. For $\mathbf{x} \in \mathbb{R}^{n}$ and $\delta>0, \mathbf{B}(\mathbf{x}, \delta)$ means the closed ball centered at $\mathbf{x}$ with radius $\delta, \mathcal{A}^{+}(\mathbf{x})=\left\{l \in[\hat{n}]: g_{l}(\mathbf{x})>0\right\}, \mathcal{A}^{-}(\mathbf{x})=\left\{l \in[\hat{n}]: g_{l}(\mathbf{x})<0\right\}$ and $\mathcal{A}_{\delta}^{+}(\mathbf{x})=\left\{l \in[\hat{n}]: 0<g_{l}(\mathbf{x})<\delta\right\}$. Similarly, denote $\mathcal{B}^{+}(\mathbf{y})=\left\{k \in[\hat{m}]: h_{k}(\mathbf{y})>0\right\}$, $\mathcal{B}^{-}(\mathbf{y})=\left\{k \in[\hat{m}]: h_{k}(\mathbf{y})<0\right\}$ and $\mathcal{B}_{\delta}^{+}(\mathbf{y})=\left\{k \in[\hat{m}]: 0<h_{k}(\mathbf{y})<\delta\right\}$. For a set $S \subseteq \mathbb{R}^{n}$ and $i \in[n], S_{i}=\left\{\mathbf{x}_{i}: \mathbf{x} \in S\right\},\|S\|_{\infty}=\sup \left\{\|\mathbf{x}\|_{\infty}: \mathbf{x} \in S\right\}$ and $\operatorname{co}\{S\}=\left\{\lambda \mathbf{x}^{1}+(1-\lambda) \mathbf{x}^{2}: \mathbf{x}^{1}, \mathbf{x}^{2} \in S, \lambda \in[0,1]\right\}$. For sets $S, \bar{S} \subseteq \mathbb{R}^{n}, S+\bar{S}=$ $\left\{\mathbf{x}^{1}+\mathbf{x}^{2}: \mathbf{x}^{1} \in S, \mathbf{x}^{2} \in \bar{S}\right\}$. For a closed convex subset $\Omega \subseteq \mathbb{R}^{n}$ and $\mathbf{x} \in \Omega, N_{\Omega}(\mathbf{x})$ means the normal cone to $\Omega$ at $\mathbf{x}$.

## 2 Existence of local saddle points of problem (1.1)

In this section, we prove the existence of local saddle points and global minimax points of problem (1.1). We also define a class of strong local saddle points of (1.1) and provide its relation with saddle points of problem (1.4) in a certain subset of $\mathcal{X} \times \mathcal{Y}$. First of all, we give some necessary definitions.

Definition 2.1. A point $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ is called a saddle point of problem (1.1), if for all $(\mathbf{x}, \mathbf{y}) \in \mathcal{X} \times \mathcal{Y}$, it holds

$$
\begin{equation*}
f\left(\mathbf{x}^{*}, \mathbf{y}\right) \leq f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq f\left(\mathbf{x}, \mathbf{y}^{*}\right) \tag{2.1}
\end{equation*}
$$

We call $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ a local saddle point of problem (1.1), if there exists a $\delta>0$ such that (2.1) holds for all $\mathbf{x} \in \mathcal{X} \cap \mathbf{B}\left(\mathbf{x}^{*}, \delta\right)$ and $\mathbf{y} \in \mathcal{Y} \cap \mathbf{B}\left(\mathbf{y}^{*}, \delta\right)$.
Definition 2.2. A point $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ is called a global minimax point of (1.1), if for all $(\mathbf{x}, \mathbf{y}) \in \mathcal{X} \times \mathcal{Y}$, we have

$$
f\left(\mathbf{x}^{*}, \mathbf{y}\right) \leq f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f\left(\mathbf{x}, \mathbf{y}^{\prime}\right)
$$

We call $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ a local minimax point of (1.1), if there exist a $\delta_{0}>0$ and a function $\pi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$satisfying $\pi(\delta) \rightarrow 0$ as $\delta \rightarrow 0$ such that for any $\delta \in\left(0, \delta_{0}\right]$, $\mathbf{x} \in \mathcal{X} \cap \mathbf{B}\left(\mathbf{x}^{*}, \delta\right)$ and $\mathbf{y} \in \mathcal{Y} \cap \mathbf{B}\left(\mathbf{y}^{*}, \delta\right)$, it holds

$$
\begin{equation*}
f\left(\mathbf{x}^{*}, \mathbf{y}\right) \leq f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y} \cap \mathbf{B}\left(\mathbf{y}^{*}, \pi(\delta)\right)} f\left(\mathbf{x}, \mathbf{y}^{\prime}\right) \tag{2.2}
\end{equation*}
$$

A local saddle point is a local minimax point, but a global minimax point is not necessarily a local minimax point. The two inequalities in (2.1) for $\mathbf{x} \in \mathcal{X}$ and $\mathbf{y} \in \mathcal{Y}$ can be equivalently expressed by

$$
\begin{equation*}
\mathbf{x}^{*} \in \arg \min _{\mathbf{x} \in \mathcal{X}} f\left(\mathbf{x}, \mathbf{y}^{*}\right) \quad \text { and } \quad \mathbf{y}^{*} \in \arg \max _{\mathbf{y} \in \mathcal{Y}} f\left(\mathbf{x}^{*}, \mathbf{y}\right) \tag{2.3}
\end{equation*}
$$

respectively. Since $\mathcal{X}$ and $\mathcal{Y}$ are compact, the lower semicontinuity of $\left((\cdot)_{+}\right)^{0}$ guarantees the existence of the solutions to the two optimization problems in (2.3), but ( $\mathbf{x}^{*}, \mathbf{y}^{*}$ ) may not be able to solve both the minimization and maximization simultaneously. This means that the saddle point set of problem (1.1) may be empty and $\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y}) \neq \max _{\mathbf{y} \in \mathcal{Y}} \min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \mathbf{y})$ (see Example 2.1).

Note that a nonconvex-nonconcave function may not have a saddle point, a local saddle point, or even a local minimax point. Fortunately, we can prove the existence of global minimax points, local saddle points and local minimax points of problem (1.1) without any additional assumption.

Proposition 2.1. Min-max problem (1.1) always has a global minimax point.
Proof. By the compactness of $\mathcal{Y}$, we can define $\psi(\mathbf{x})=\max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y})$. Since function $f(\cdot, \mathbf{y})$ in (1.1) is lower semicontinuous for any fixed $\mathbf{y} \in \mathbb{R}^{m}$ and $\mathcal{X}$ is compact, $\psi$ is lower semicontinuous on $\mathcal{X}$. Then, there exists a global solution to $\min _{\mathbf{x} \in \mathcal{X}} \psi(\mathbf{x})$, denoted by $\mathbf{x}^{*}$, i.e.

$$
\begin{equation*}
\max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f\left(\mathbf{x}^{*}, \mathbf{y}^{\prime}\right) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f\left(\mathbf{x}, \mathbf{y}^{\prime}\right), \quad \forall \mathbf{x} \in \mathcal{X} \tag{2.4}
\end{equation*}
$$

The upper semicontinuity of $f\left(\mathbf{x}^{*}, \cdot\right)$ and the compactness of $\mathcal{Y}$ ensure the existence of the solution to $\max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f\left(\mathbf{x}^{*}, \mathbf{y}^{\prime}\right)$, denoted by $\mathbf{y}^{*}$, which implies

$$
\begin{equation*}
f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)=\max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f\left(\mathbf{x}^{*}, \mathbf{y}^{\prime}\right) \geq f\left(\mathbf{x}^{*}, \mathbf{y}\right), \quad \forall \mathbf{y} \in \mathcal{Y} . \tag{2.5}
\end{equation*}
$$

Therefore, (2.4) together with (2.5) implies that $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a global minimax point of (1.1).

Proposition 2.2. Min-max problem (1.1) has a local saddle point and any saddle point of (1.4) is a local saddle point of (1.1).
Proof. By Sion's minimax theorem [46], (1.4) has a saddle point $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ such that

$$
\begin{equation*}
c\left(\mathbf{x}^{*}, \mathbf{y}\right) \leq c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq c\left(\mathbf{x}, \mathbf{y}^{*}\right), \quad \forall \mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y} \tag{2.6}
\end{equation*}
$$

By the continuity of functions $g_{l}$ and $h_{k}$, there exists a $\delta>0$ such that

$$
\begin{aligned}
& g_{l}(\mathbf{x})>0, \quad \forall l \in \mathcal{A}^{+}\left(\mathbf{x}^{*}\right), \mathbf{x} \in \mathbf{B}\left(\mathbf{x}^{*}, \delta\right) \cap \mathcal{X} \\
& h_{k}(\mathbf{y})>0, \quad \forall k \in \mathcal{B}^{+}\left(\mathbf{y}^{*}\right), \mathbf{y} \in \mathbf{B}\left(\mathbf{y}^{*}, \delta\right) \cap \mathcal{Y},
\end{aligned}
$$

which implies $\mathcal{A}^{+}\left(\mathbf{x}^{*}\right) \subseteq \mathcal{A}^{+}(\mathbf{x})$ and $\mathcal{B}^{+}\left(\mathbf{y}^{*}\right) \subseteq \mathcal{B}^{+}(\mathbf{y})$ in the above neighborhood of $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$. On one hand,

$$
c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)=f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)-\lambda_{1} \sum_{l \in \mathcal{A}^{+}\left(\mathbf{x}^{*}\right)} 1+\lambda_{2} \sum_{k \in \mathcal{B}^{+}\left(\mathbf{y}^{*}\right)} 1 .
$$

On the other hand, for $\mathbf{x} \in \mathbf{B}\left(\mathbf{x}^{*}, \delta\right) \cap \mathcal{X}$ and $\mathbf{y} \in \mathbf{B}\left(\mathbf{y}^{*}, \delta\right) \cap \mathcal{Y}$, it has
$c\left(\mathbf{x}, \mathbf{y}^{*}\right)=f\left(\mathbf{x}, \mathbf{y}^{*}\right)-\lambda_{1} \sum_{l \in \mathcal{\mathcal { A } ^ { + } ( \mathbf { x } )}} 1+\lambda_{2} \sum_{k \in \mathcal{B}^{+}\left(\mathbf{y}^{*}\right)} 1 \leq f\left(\mathbf{x}, \mathbf{y}^{*}\right)-\lambda_{1} \sum_{l \in \mathcal{\mathcal { A } ^ { + } ( \mathbf { x } ^ { * } )}} 1+\lambda_{2} \sum_{k \in \mathcal{B}^{+}\left(\mathbf{y}^{*}\right)} 1$,
and
$c\left(\mathbf{x}^{*}, \mathbf{y}\right)=f\left(\mathbf{x}^{*}, \mathbf{y}\right)-\lambda_{1} \sum_{l \in \mathcal{A}^{+}\left(\mathbf{x}^{*}\right)} 1+\lambda_{2} \sum_{k \in \mathcal{B}^{+}(\mathbf{y})} 1 \geq f\left(\mathbf{x}^{*}, \mathbf{y}\right)-\lambda_{1} \sum_{l \in \mathcal{A}^{+}\left(\mathbf{x}^{*}\right)} 1+\lambda_{2} \sum_{k \in \mathcal{B}^{+}\left(\mathbf{y}^{*}\right)} 1$.
Thus, we can conclude that

$$
f\left(\mathbf{x}^{*}, \mathbf{y}\right) \leq f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq f\left(\mathbf{x}, \mathbf{y}^{*}\right), \quad \forall \mathbf{x} \in \mathbf{B}\left(\mathbf{x}^{*}, \delta\right) \cap \mathcal{X}, \mathbf{y} \in \mathbf{B}\left(\mathbf{y}^{*}, \delta\right) \cap \mathcal{Y},
$$

which implies that $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a local saddle point of (1.1).
Moreover, by [46], (1.1) also has a local saddle point if $c$ is a continuous quasi-convex-concave function.

The following example shows that the parameters $\lambda_{1}$ and $\lambda_{2}$ play an important role for the existence of saddle points, local saddle points, global minimax points and local minimax points of min-max problem (1.1).

Example 2.1. Consider the following min-max problem

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y}):=(\mathbf{x}-1)(\mathbf{y}-1)+\lambda_{1}\|\mathbf{x}\|_{0}-\lambda_{2}\|\mathbf{y}\|_{0} \tag{2.7}
\end{equation*}
$$

where $\mathcal{X}=\mathcal{Y}=[-2,2]$ and $\lambda_{1}, \lambda_{2}>0$. It is clear that $c(\mathbf{x}, \mathbf{y})=(\mathbf{x}-1)(\mathbf{y}-1)$ is convexconcave on $\mathcal{X} \times \mathcal{Y}$ and $(1,1)$ is the unique saddle point of $\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} c(\mathbf{x}, \mathbf{y})$.

Case 1 (has no saddle point): Let $\lambda_{1}=3$ and $\lambda_{2}=1$. By simple calculation, we find

$$
\max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y})= \begin{cases}\max \{5-3 \mathbf{x}, \mathbf{x}+1,4-\mathbf{x}\} & \text { if } \mathbf{x} \neq 0 \\ 2 & \text { if } \mathbf{x}=0\end{cases}
$$

and

$$
\min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \mathbf{y})= \begin{cases}\min \{-3 \mathbf{y}+5,-\mathbf{y}, \mathbf{y}+1\} & \text { if } \mathbf{y} \neq 0 \\ 1 & \text { if } \mathbf{y}=0\end{cases}
$$

Hence, we have

$$
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y})=f(0,-2)=2 \quad \text { and } \quad \max _{\mathbf{y} \in \mathcal{Y}} \min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \mathbf{y})=f(0,0)=1
$$

Thus, (1.6) fails in this case. By [20, Theorem 1.4.1], there is no saddle point to problem (2.7) with $\lambda_{1}=3$ and $\lambda_{2}=1$. On the other hand, it has four local saddle points: $(0,0),(1,1),(0,-2)$ and $(2,0)$.

Case 2 (has a saddle point): Let $\lambda_{1}=\lambda_{2}=3$. The similar calculation gives

$$
\max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y})= \begin{cases}\max \{\mathbf{x}-1,4-\mathbf{x},-3 \mathbf{x}+3\} & \text { if } \mathbf{x} \neq 0 \\ 1 & \text { if } \mathbf{x}=0\end{cases}
$$

and

$$
\min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \mathbf{y})= \begin{cases}\min \{-2-\mathbf{y}, 3-3 \mathbf{y}, \mathbf{y}-1\} & \text { if } \mathbf{y} \neq 0 \\ 1 & \text { if } \mathbf{y}=0\end{cases}
$$

Then, $\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y})=\max _{\mathbf{y} \in \mathcal{Y}} \min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \mathbf{y})=1$. By [20, Theorem 1.4.1], there exists a saddle point to problem (2.7) with $\lambda_{1}=\lambda_{2}=3$, and $(0,0)$ is the unique saddle point.

Case 3 (any global minimax point is not a local minimax point): Let $\lambda_{1}=\lambda_{2}=1$. We have

$$
\psi(\mathbf{x})=\max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y})= \begin{cases}\max \{3-3 \mathbf{x}, 2-\mathbf{x}, \mathbf{x}-1\} & \text { if } \mathbf{x} \neq 0 \\ 2 & \text { if } \mathbf{x}=0\end{cases}
$$

Then, $\mathbf{x}^{*}=\arg \min _{\mathbf{x} \in \mathcal{X}} \psi(\mathbf{x})=\{3 / 2\}$ and $\arg \max _{\mathbf{y} \in \mathcal{Y}} f\left(\mathbf{x}^{*}, \mathbf{y}\right)=\{0,2\}$. Thus, the set of global minimax points of (2.7) with $\lambda_{1}=\lambda_{2}=1$ contains only two points $(3 / 2,0)$ and $(3 / 2,2)$, and $f(3 / 2,0)=f(3 / 2,2)=1 / 2$. Moreover, around $\mathbf{x}^{*}=3 / 2$, for any $0<\delta<1 / 2$, $\max _{\mathbf{y}^{\prime} \in\{\mathbf{y} \in \mathcal{Y}:|\mathbf{y}| \leq \delta\}} f\left(\mathbf{x}, \mathbf{y}^{\prime}\right)=f(\mathbf{x}, 0)=2-\mathbf{x}$ and
$\max _{\mathbf{y}^{\prime} \in\{\mathbf{y} \in \mathcal{Y}:|\mathbf{y}-2| \leq \delta\}} f\left(\mathbf{x}, \mathbf{y}^{\prime}\right)=f(\mathbf{x}, 2)=\mathbf{x}-1$, which means that neither $(3 / 2,0)$ nor $(3 / 2,2)$ is a local minimax point of (2.7) with $\lambda_{1}=\lambda_{2}=1$.

To study sparse saddle points, we introduce a class of strong local saddle points of (1.1).

Definition 2.3. For a given $\nu>0$, we call $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ a $\nu$-strong local saddle point of problem (1.1), if it is a local saddle point of (1.1) and satisfies the lower bound property as follows

$$
\begin{equation*}
g_{l}\left(\mathbf{x}^{*}\right) \notin(0, \nu), \forall l \in[\hat{n}] \quad \text { and } \quad h_{k}\left(\mathbf{y}^{*}\right) \notin(0, \nu), \forall k \in[\hat{m}] . \tag{2.8}
\end{equation*}
$$

On one hand, for any local saddle point $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ of (1.1), there exists a $\nu>0$ such that (2.8) holds, where we can set $\nu=\min \left\{1, g_{l}\left(\mathbf{x}^{*}\right), h_{k}\left(\mathbf{y}^{*}\right): l \in \mathcal{A}^{+}\left(\mathbf{x}^{*}\right), k \in\right.$ $\left.\mathcal{B}^{+}\left(\mathbf{y}^{*}\right)\right\}$. Hence, (1.1) has a $\nu$-strong local saddle point with a certain value of $\nu$. On the other hand, for a given $\nu>0$, not all local saddle points of (1.1) satisfy (2.8) (see Example 2.2). In particular, if $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a $\nu$-strong local saddle point of (1.3), then

$$
\left|\mathbf{x}_{i}^{*}\right| \notin(0, \nu) \text { and }\left|\mathbf{y}_{j}^{*}\right| \notin(0, \nu), \forall i \in[n], j \in[m]
$$

which not only helps us distinguish the zero and nonzero elements efficiently, but also provides a solution with certain stability [3, 13]. Therefore, the study on $\nu$-strong local saddle points of (1.1) is interesting and important in sparse problems.
Example 2.2. Consider the following min-max problem

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y}):=\left|\mathbf{x}_{1}+\mathbf{x}_{2}-1\right|(\mathbf{y}+1)+\|\mathbf{x}\|_{0}-3\|\mathbf{y}\|_{0} \tag{2.9}
\end{equation*}
$$

with $\mathcal{X}=[-1,1]^{2}$ and $\mathcal{Y}=[-1,1]$. By simple calculation, we can find that (2.9) has three saddle points, i.e. $(0,0,0)^{\top},(1,0,0)^{\top}$ and $(0,1,0)^{\top}$ with

$$
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y})=\max _{\mathbf{y} \in \mathcal{Y}} \min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \mathbf{y})=1 .
$$

The local saddle point set of (2.9) is

$$
\mathcal{S L}:=\left\{\left(\mathbf{x}_{1}, 1-\mathbf{x}_{1}, \mathbf{y}\right)^{\top}: \mathbf{x}_{1} \in[-1,1], \mathbf{y} \in[-1,1]\right\} \cup\left\{(0,0,0)^{\top},(0,0,1)^{\top}\right\}
$$

while the $\nu$-strong local saddle point set of (2.9) with $0<\nu<1$ is

$$
\mathcal{S} \mathcal{L} \cap\left\{\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{y}\right)^{\top}:\left|\mathbf{x}_{1}\right| \notin(0, \nu),\left|\mathbf{x}_{2}\right| \notin(0, \nu) \text { and }|\mathbf{y}| \notin(0, \nu)\right\} .
$$

Notice that the $\nu$-strong local saddle point set of (2.9) is a proper subset of its local saddle point set, and contains all saddle points of (2.9).

For a given $\delta>0$, by [20, Theorem 1.4.1], we know that $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ is a saddle point of problem (1.1) on $(\mathcal{X} \cap \mathbf{B}(\overline{\mathbf{x}}, \delta)) \times(\mathcal{Y} \cap \mathbf{B}(\overline{\mathbf{y}}, \delta))$ if and only if

$$
\begin{equation*}
\max _{\mathbf{y} \in \mathcal{Y} \cap \mathbf{B}(\overline{\mathbf{y}}, \delta)} \min _{\mathbf{x} \in \mathcal{X} \cap \mathbf{B}(\overline{\mathbf{x}}, \delta)} f(\mathbf{x}, \mathbf{y})=f(\overline{\mathbf{x}}, \overline{\mathbf{y}})=\min _{\mathbf{x} \in \mathcal{X} \cap \mathbf{B}(\overline{\mathbf{x}}, \delta)} \max _{\mathbf{y} \in \mathcal{Y} \cap \mathbf{B}(\overline{\mathbf{y}}, \delta)} f(\mathbf{x}, \mathbf{y}) . \tag{2.10}
\end{equation*}
$$

Hence $(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \in \mathcal{X} \times \mathcal{Y}$ is a local saddle point of (1.1) if and only if there is a $\delta>0$ such that (2.10) holds. In what follows, we provide the relation between $\nu$-strong local saddle points of (1.1) and local saddle points of $c$ restricted to a certain set.
Theorem 2.1. For $\nu>0$ and $(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \in \mathcal{X} \times \mathcal{Y}$, let $\hat{\mathcal{X}}(\overline{\mathbf{x}})=\left\{\mathbf{x} \in \mathcal{X}: g_{l}(\mathbf{x}) \leq 0, \forall l \notin\right.$ $\left.\mathcal{A}^{+}(\overline{\mathbf{x}})\right\}$ and $\hat{\mathcal{Y}}(\overline{\mathbf{y}})=\left\{\mathbf{y} \in \mathcal{Y}: h_{k}(\mathbf{y}) \leq 0, \forall k \notin \mathcal{B}^{+}(\overline{\mathbf{y}})\right\}$. Then the following statements are equivalent.
(i) $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ is a $\nu$-strong local saddle point of (1.1);
(ii) $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ is a local saddle point of $c$ on $\hat{\mathcal{X}}(\overline{\mathbf{x}}) \times \hat{\mathcal{Y}}(\overline{\mathbf{y}})$ and satisfies (2.8).

Proof. (i) $\Rightarrow$ (ii). Suppose $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ is a $\nu$-strong local saddle point of (1.1), then there exists a $\delta>0$ such that

$$
\begin{equation*}
f(\overline{\mathbf{x}}, \mathbf{y}) \leq f(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \leq f(\mathbf{x}, \overline{\mathbf{y}}), \quad \forall \mathbf{x} \in \mathcal{X} \cap \mathbf{B}(\overline{\mathbf{x}}, \delta), \mathbf{y} \in \mathcal{Y} \cap \mathbf{B}(\overline{\mathbf{y}}, \delta) \tag{2.11}
\end{equation*}
$$

For any $\mathbf{x} \in \hat{\mathcal{X}}(\overline{\mathbf{x}})$, it holds that $\left\|g(\mathbf{x})_{+}\right\|_{0} \leq\left\|g(\overline{\mathbf{x}})_{+}\right\|_{0}$. Rearranging the second inequality in (2.11) gives

$$
c(\overline{\mathbf{x}}, \overline{\mathbf{y}})+\lambda_{1}\left\|g(\overline{\mathbf{x}})_{+}\right\|_{0} \leq c(\mathbf{x}, \overline{\mathbf{y}})+\lambda_{1}\left\|g(\mathbf{x})_{+}\right\|_{0}, \quad \forall \mathbf{x} \in \mathcal{X} \cap \mathbf{B}(\overline{\mathbf{x}}, \delta)
$$

Thus, $\overline{\mathbf{x}}$ is a local minimizer of $c(\cdot, \overline{\mathbf{y}})$ on $\hat{\mathcal{X}}(\overline{\mathbf{x}})$. Following the same way, the first inequality in (2.11) gives that $\overline{\mathbf{y}}$ is a local maximizer of $c(\overline{\mathbf{x}}, \cdot)$ on $\hat{\mathcal{Y}}(\overline{\mathbf{y}})$. Thus, (ii) holds.
(ii) $\Rightarrow$ (i). Since $\overline{\mathbf{x}}$ is a local minimizer of $c(\cdot, \overline{\mathbf{y}})$ on $\hat{\mathcal{X}}(\overline{\mathbf{x}})$ and satisfies (2.8), there exists a $\delta_{1}>0$ such that

$$
c(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \leq c(\mathbf{x}, \overline{\mathbf{y}}), \quad \forall \mathbf{x} \in \hat{\mathcal{X}}(\overline{\mathbf{x}}) \cap \mathbf{B}\left(\overline{\mathbf{x}}, \delta_{1}\right)
$$

and

$$
\begin{equation*}
g_{l}(\overline{\mathbf{x}}) \notin(0, \nu), \forall l \in[\hat{n}] \tag{2.12}
\end{equation*}
$$

Based on (2.12), there exists a $\delta_{2} \in\left(0, \delta_{1}\right]$ such that $g_{l}(\mathbf{x})>0, \forall \mathbf{x} \in \mathbf{B}\left(\overline{\mathbf{x}}, \delta_{2}\right), l \in$ $\mathcal{A}^{+}(\overline{\mathrm{x}})$, which implies

$$
\begin{equation*}
\left\|g(\overline{\mathbf{x}})_{+}\right\|_{0} \leq\left\|g(\mathbf{x})_{+}\right\|_{0}, \quad \forall \mathbf{x} \in \mathbf{B}\left(\overline{\mathbf{x}}, \delta_{2}\right) \tag{2.13}
\end{equation*}
$$

Then,

$$
\begin{equation*}
f(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \leq f(\mathbf{x}, \overline{\mathbf{y}}), \quad \forall \mathbf{x} \in \hat{\mathcal{X}}(\overline{\mathbf{x}}) \cap \mathbf{B}\left(\overline{\mathbf{x}}, \delta_{2}\right) \tag{2.14}
\end{equation*}
$$

Due to the continuity of $c(\cdot, \overline{\mathbf{y}})$, there is a $\delta_{3} \in\left(0, \delta_{2}\right]$ such that

$$
\begin{equation*}
c(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \leq c(\mathbf{x}, \overline{\mathbf{y}})+\lambda_{1}, \quad \forall \mathbf{x} \in \mathbf{B}\left(\overline{\mathbf{x}}, \delta_{3}\right) \tag{2.15}
\end{equation*}
$$

When $\mathbf{x} \in \mathcal{X} \cap \mathbf{B}\left(\overline{\mathbf{x}}, \delta_{3}\right)$ but $\mathbf{x} \notin \hat{\mathcal{X}}(\overline{\mathbf{x}})$, there exists an $\hat{l} \notin \mathcal{A}^{+}(\overline{\mathbf{x}})$ such that $g_{\hat{l}}(\mathbf{x})>0$, which together with (2.13) further gives

$$
\begin{equation*}
\left\|g(\overline{\mathbf{x}})_{+}\right\|_{0}+1 \leq\left\|g(\mathbf{x})_{+}\right\|_{0} \tag{2.16}
\end{equation*}
$$

Thanks to (2.14)-(2.16), we have

$$
\begin{equation*}
f(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \leq f(\mathbf{x}, \overline{\mathbf{y}}), \quad \forall \mathbf{x} \in \mathcal{X} \cap \mathbf{B}\left(\overline{\mathbf{x}}, \delta_{3}\right) \tag{2.17}
\end{equation*}
$$

We can ensure $f(\overline{\mathbf{x}}, \mathbf{y}) \leq f(\overline{\mathbf{x}}, \overline{\mathbf{y}}), \forall \mathbf{y} \in \mathcal{Y} \cap \mathbf{B}\left(\overline{\mathbf{y}}, \delta_{4}\right)$ with $\delta_{4}>0$ in the same way. Thus, ( $\overline{\mathbf{x}}, \overline{\mathbf{y}}$ ) is a $\nu$-strong local saddle point of (1.1).

For problem (1.3), $\hat{\mathcal{X}}(\overline{\mathbf{x}})=\left\{\mathbf{x} \in \mathcal{X}: \mathbf{x}_{i} \geq 0, \forall i \notin \mathcal{A}^{-}(\overline{\mathbf{x}})\right.$ and $\left.\mathbf{x}_{i} \leq 0, \forall i \notin \mathcal{A}^{+}(\overline{\mathbf{x}})\right\}$ and $\hat{\mathcal{Y}}(\overline{\mathbf{y}})=\left\{\mathbf{y}_{j} \geq 0, \forall j \notin \mathcal{B}^{-}(\overline{\mathbf{y}})\right.$ and $\left.\mathbf{y}_{j} \leq 0, \forall j \notin \mathcal{B}^{+}(\overline{\mathbf{y}})\right\}$. Thus, together the formulations of $\hat{\mathcal{X}}(\overline{\mathbf{x}})$ and $\hat{\mathcal{Y}}(\overline{\mathbf{y}})$ with the local optimality conditions, we obtain that $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ is a local saddle point of (1.3) if and only if ( $\overline{\mathbf{x}}, \overline{\mathbf{y}}$ ) is a saddle point of $c$ on $\mathcal{X}^{0}(\overline{\mathbf{x}}) \times \mathcal{Y}^{0}(\overline{\mathbf{y}})$ with $\mathcal{X}^{0}(\overline{\mathbf{x}})=\left\{\mathbf{x} \in \mathcal{X}: \mathbf{x}_{i}=0\right.$ if $\left.\overline{\mathbf{x}}_{i}=0\right\}$ and $\mathcal{Y}^{0}(\overline{\mathbf{y}})=\left\{\mathbf{y} \in \mathcal{Y}: \mathbf{y}_{j}=0\right.$ if $\left.\overline{\mathbf{y}}_{j}=0\right\}$, i.e. the subspace corresponding to nonzero components of $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$.

By "pull-down" the discontinuity of the objective at an $\overline{\mathbf{x}} \in \mathcal{X}$ to the constraints, the authors in [16] brought forward the notion of "pseudo stationary" problem and the corresponding pseudo local minimizer for the minimization problem with $\left((\cdot)_{+}\right)^{0}$ in the objective and constraints. By [16, Proposition 4], the special structure of $f(\mathbf{x}, \overline{\mathbf{y}})$ with $\overline{\mathbf{y}} \in \mathcal{Y}$ and the Lipschitz continuity of $g_{l}$, we find that $\overline{\mathbf{x}}$ is a local minimizer of $\min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \overline{\mathbf{y}})$ if and only if it is a pseudo local minimizer of it, i.e. $\overline{\mathbf{x}}$ is a local minimizer of $\min _{\mathbf{x} \in \hat{\mathcal{X}}(\overline{\mathbf{x}})} c(\mathbf{x}, \overline{\mathbf{y}})$ with $\hat{\mathcal{X}}(\overline{\mathbf{x}})=\left\{\mathbf{x} \in \mathcal{X}: g_{l}(\mathbf{x}) \leq 0, \forall l \notin \mathcal{A}^{+}(\overline{\mathbf{x}})\right\}$. It is stated in [27] that a pseudo B-stationary solution is necessary to be a pseudo local minimizer, where we call $\overline{\mathbf{x}}$ a pseudo B-stationary solution of $\min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \overline{\mathbf{y}})$, if it is a B-stationary solution of $\min _{\mathbf{x} \in \hat{\mathcal{X}}(\overline{\mathbf{x}})} c(\mathbf{x}, \overline{\mathbf{y}})$ [16]. Similar ideas are also employed in [27, 34]. Combining Theorem 2.1 with [16, Proposition 4], ( $\overline{\mathbf{x}}, \overline{\mathbf{y}})$ is a $\nu$-strong local saddle point of (1.1), if and only if $\overline{\mathbf{x}}$ is a pseudo local minimizer of $\min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \overline{\mathbf{y}}), \overline{\mathbf{y}}$ is a pseudo local minimizer of $\min _{\mathbf{y} \in \mathcal{Y}}-f(\overline{\mathbf{x}}, \mathbf{y})$ and ( $\left.\overline{\mathbf{x}}, \overline{\mathbf{y}}\right)$ satisfies the lower bounds in (2.8). In general, a pseudo B-stationary solution to the min-max problem (1.1) defined by a similar way is not necessary to be a local saddle point. However, when $c$ is convex-concave, and $g_{l}, \forall l \in[\hat{n}], h_{k}, \forall k \in[\hat{m}]$ are convex, by Theorem 2.1, $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ is local saddle point of (1.1), if and only if $\overline{\mathbf{x}}$ is a pseudo B-stationary solution of $\min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}, \overline{\mathbf{y}})$ and $\overline{\mathbf{y}}$ is a pseudo B-stationary solution of $\min _{\mathbf{y} \in \mathcal{Y}}-f(\overline{\mathbf{x}}, \mathbf{y})$.

## 3 Continuous relaxations

In this section, we propose a class of continuous relaxations to the cardinality function in min-max problem (1.1) based on convolution [10], which include the capped- $\ell_{p}$ function [40], SCAD function [22], MCP function [50] and hard thresholding penalty function [22] as special cases. Then, we show the existence of local saddle points to the continuous relaxations of (1.1).

### 3.1 Density functions

Let $\rho: \mathbb{R} \rightarrow \mathbb{R}_{+}$be a piecewise continuous density function satisfying

$$
\begin{equation*}
\rho(s)=0, \forall s \notin[0, \alpha] \tag{3.1}
\end{equation*}
$$

with a positive number $\alpha$, which means that $\int_{0}^{\alpha} \rho(s) d s=1$. Then, for any fixed $\mu>0$,

$$
\begin{align*}
r(t, \mu) & :=\int_{-\infty}^{+\infty}\left((t-\mu s)_{+}\right)^{0} \rho(s) d s \\
& =\int_{-\infty}^{\frac{t}{\mu}} \rho(s) d s=\left(t_{+}\right)^{0}+ \begin{cases}0 & \text { if } t \leq 0 \\
-\int_{\frac{t}{\mu}}^{+\infty} \rho(s) d s & \text { if } t>0\end{cases} \tag{3.2}
\end{align*}
$$

is well-defined, and when $r(\cdot, \mu)$ is Lipschitz continuous around $t$, it holds

$$
\begin{equation*}
\partial_{t} r(t, \mu)=\operatorname{co}\left\{\lim \frac{\rho\left(t_{i} / \mu\right)}{\mu}: t_{i} \rightarrow t, \rho \text { is continuous at } t_{i} / \mu\right\} \tag{3.3}
\end{equation*}
$$

The continuous relaxation in (3.2) is inspired by the smoothing function to $t_{+}$in [11, 41, 44]. We can use formulation (3.2) to construct a continuous relaxation $r$ by a density function $\rho$.

By (3.2), for any $\mu>0$, we have

$$
\begin{array}{r}
r(t, \mu)=\left(t_{+}\right)^{0}, \quad \forall t \notin(0, \alpha \mu), \\
r(t, \mu)-\left(t_{+}\right)^{0} \leq 0, \quad \forall t \in \mathbb{R}, \\
\lim _{\mu \downarrow 0} r(t, \mu)=\left(t_{+}\right)^{0}, \quad \forall t \in \mathbb{R}, \\
\lim _{a \rightarrow t, \mu \downarrow 0} r(a, \mu)=\left(t_{+}\right)^{0}, \quad \forall t \neq 0 . \tag{3.7}
\end{array}
$$

For any $t \in \mathbb{R}$, we see from (3.5) and (3.6) that $r(t, \mu)$ approximates $\left(t_{+}\right)^{0}$ from below as $\mu$ tends to 0 . In what follows, we give four examples of the function $r$ with $\rho$ satisfying (3.1).
Example 3.1. Choose a density function with $\alpha=1$ and $0<p \leq 1$ as

$$
\rho(s)=\left\{\begin{array}{ll}
p s^{p-1} & \text { if } 0<s<1 \\
0 & \text { otherwise }
\end{array} \Rightarrow r(t, \mu)= \begin{cases}0 & \text { if } t \leq 0 \\
\frac{t^{p}}{\mu^{p}} & \text { if } 0<t \leq \mu \\
1 & \text { if } t>\mu\end{cases}\right.
$$

Here, $r(\cdot, \mu)$ with $p=1$ is the capped- $\ell_{\mathbf{1}}$ function $\varphi_{\text {cap }}{ }^{1}$ on $\mathbb{R}_{+}$.
Example 3.2. For any $\alpha>1$, choose a density function as
$\rho(s)=\left\{\begin{array}{ll}\frac{2}{\alpha+1} & \text { if } 0 \leq s \leq 1 \\ \frac{2 \alpha-2 s}{(\alpha-1)(\alpha+1)} & \text { if } 1<s \leq \alpha \\ 0 & \text { otherwise }\end{array} \Rightarrow r(t, \mu)= \begin{cases}0 & \text { if } t \leq 0 \\ \frac{2 t}{(\alpha+1) \mu} & \text { if } 0<t \leq \mu \\ \frac{2 \alpha \mu t-t^{2}-\mu^{2}}{(\alpha-1)(\alpha+1) \mu^{2}} & \text { if } \mu<t \leq \alpha \mu \\ 1 & \text { if } t>\alpha \mu .\end{cases}\right.$

[^1]Here, $r(\cdot, \mu)$ is a scaled SCAD function $\varphi_{\mathrm{SCAD}}{ }^{2}$ on $\mathbb{R}_{+}$, i.e. $r(t, \mu)=\frac{2}{(\alpha+1) \mu} \varphi_{\mathrm{SCAD}}(t)$, $\forall t \geq 0$.
Example 3.3. For any $\alpha>0$, choose a density function as

$$
\rho(s)=\left\{\begin{array}{ll}
\frac{2}{\alpha}-\frac{2 s}{\alpha^{2}} & \text { if } 0 \leq s \leq \alpha \\
0 & \text { otherwise }
\end{array} \Rightarrow r(t, \mu)= \begin{cases}0 & \text { if } t \leq 0 \\
\frac{2 t}{\alpha \mu}-\frac{t^{2}}{\alpha^{2} \mu^{2}} & \text { if } 0<t \leq \alpha \mu \\
1 & \text { if } t>\alpha \mu\end{cases}\right.
$$

Here, $r(\cdot, \mu)$ is a scaled MCP function $\varphi_{\mathrm{MCP}}{ }^{3}$ on $\mathbb{R}_{+}$, i.e. $r(t, \mu)=\frac{2}{\alpha \mu} \varphi_{\mathrm{MCP}}(t), \forall t \geq 0$.
Example 3.4. Choose a density function with $\alpha=1$ as

$$
\rho(s)=\left\{\begin{array}{ll}
2(1-s) & \text { if } 0<s<1 \\
0 & \text { otherwise }
\end{array} \Rightarrow r(t, \mu)= \begin{cases}0 & \text { if } t \leq 0 \\
1-(1-t / \mu)^{2} & \text { if } 0<t \leq \mu \\
1 & \text { if } t>\mu\end{cases}\right.
$$

Here, $r(\cdot, \mu)$ is the hard thresholding penalty function $\varphi_{\mathrm{hard}}{ }^{4}$ on $\mathbb{R}_{+}$.
For further analysis, we bring forward two assumptions on density function $\rho$. Assumption 3.1. There exists a positive number $\underline{\rho}$ such that the density function $\rho: \mathbb{R} \rightarrow \mathbb{R}_{+}$satisfies

$$
\rho(s) \geq \underline{\rho}, \quad \forall s \in(0, \alpha) .
$$

Assumption 3.2. The density function $\rho$ is Lipschitz continuous on $\mathbb{R}_{++}$and there exist $\underline{\rho}_{2}>0$ and $\check{\rho}_{2}>0$ such that for any $s \in(0, \alpha)$,

$$
\text { either } \rho(s) \geq \underline{\rho}_{2} \text { or } \sup \{a: a \in \partial \rho(s)\} \leq-\check{\rho}_{2} \text {. }
$$

Notice that if $\rho$ is Lipschitz continuous on $\mathbb{R}_{++}$and $\rho(s)=0, \forall s \notin[0, \alpha]$, then Assumption 3.1 fails. Thus, $\rho$ can not satisfy Assumption 3.1 and Assumption 3.2 at the same time.

When the density function $\rho$ satisfies Assumption 3.1 and $r(\cdot, \mu)$ is Lipschitz continuous around $t$, we have

$$
\begin{equation*}
\inf \left\{\xi: \xi \in \partial_{t} r(t, \mu)\right\} \geq \underline{\rho} / \mu, \quad \forall t \in(0, \alpha \mu) . \tag{3.8}
\end{equation*}
$$

$$
\begin{aligned}
& { }^{2} \mathrm{SCAD} \text { function: } \varphi_{\mathrm{SCAD}}(t)= \begin{cases}t & \text { if } t \leq \mu \\
\frac{2 \alpha \mu t-t^{2}-\mu^{2}}{2(\alpha-1) \mu} & \text { if } \mu<t \leq \alpha \mu\end{cases} \\
& { }^{3} \mathrm{MCP} \text { function: } \varphi_{\mathrm{MCP}}(t)= \begin{cases}\frac{\alpha \mu}{2} & \text { if } t>\alpha \mu . \\
t-\frac{t^{2}}{2 \alpha \mu} & \text { if } t<\alpha \mu .\end{cases} \\
& { }^{4} \text { hard thresholding penalty function: } \varphi_{\mathrm{hard}}(t)=1-(1-t / \mu)_{+}^{2} .
\end{aligned}
$$

When the density function $\rho$ satisfies Assumption 3.2, inspired by (3.3), we have that for any $\mu>0, r(\cdot, \mu)$ is Lipschitz continuously differentiable on $\mathbb{R}_{++}$and satisfies

$$
\begin{equation*}
\partial_{t}^{2} r(t, \mu)=\partial \rho(t / \mu) / \mu^{2}, \quad \forall t>0 \tag{3.9}
\end{equation*}
$$

which implies for any $t \in(0, \alpha \mu)$ such that $\sup \{a: a \in \partial \rho(t / \mu)\} \leq-\check{\rho}_{2}$, it holds

$$
\sup \left\{\xi: \xi \in \partial_{t}^{2} r(t, \mu)\right\} \leq-\check{\rho}_{2} / \mu^{2}
$$

Since all the four density functions $\rho$ in Examples 3.1-3.4 satisfy (3.1), $r(t, \mu)$ in these examples satisfy (3.4)-(3.6). To end this subsection, we use Table 1 to conclude the different properties of the density functions and the corresponding continuous functions $r$ in these four examples.

| Example | differentiability of $r(\cdot, \mu)$ | Assumption 3.1 | Assumption 3.2 |
| :---: | :---: | :---: | :---: |
| 3.1 | not at $0, \mu$ | $\underline{\rho}=p$ | $\times$ |
| 3.2 | not at 0 | $\times$ | $\underline{\rho}_{2}=\frac{2}{\alpha+1}, \check{\rho}_{2}=\frac{2}{(\alpha+1)(\alpha-1)}$ |
| 3.3 | not at 0 | $\times$ | $\underline{\rho}_{2}>0, \check{\rho}_{2}=\frac{2}{\alpha^{2}}$ |
| 3.4 | not at 0 | $\times$ | $\underline{\rho}_{2}>0, \check{\rho}_{2}=2$ |

Table 1: Properties of the density functions $\rho$ and corresponding functions $r$ in Examples 3.1-3.4

### 3.2 Continuous relaxation models to (1.1)

In what follows, we will use the continuous function $r$ defined in (3.2) to approximate the cardinality function in (1.1). For $l \in[\hat{n}]$ and $k \in[\hat{m}]$, denote

$$
\phi_{l}(\mathbf{x})=\left(g_{l}(\mathbf{x})_{+}\right)^{0} \quad \text { and } \quad \psi_{k}(\mathbf{y})=\left(h_{k}(\mathbf{y})_{+}\right)^{0}
$$

and define their continuous relaxations by

$$
\begin{equation*}
\phi_{l}^{R}(\mathbf{x}, \mu)=r\left(g_{l}(\mathbf{x}), \mu\right) \quad \text { and } \quad \psi_{k}^{R}(\mathbf{y}, \mu)=r\left(h_{k}(\mathbf{y}), \mu\right) . \tag{3.10}
\end{equation*}
$$

For any $\mu>0, l \in[\hat{n}]$ and $k \in[\hat{m}]$, by (3.5), we have

$$
\begin{equation*}
\phi_{l}^{R}(\mathbf{x}, \mu) \leq \phi_{l}(\mathbf{x}) \quad \text { and } \quad \psi_{k}^{R}(\mathbf{y}, \mu) \leq \psi_{k}(\mathbf{y}), \quad \forall \mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y} \tag{3.11}
\end{equation*}
$$

We propose the continuous relaxation of (1.1) as follows

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f^{R}(\mathbf{x}, \mathbf{y}, \mu):=c(\mathbf{x}, \mathbf{y})+\lambda_{1} \sum_{l \in[\hat{n}]} \phi_{l}^{R}(\mathbf{x}, \mu)-\lambda_{2} \sum_{k \in[\hat{m}]} \psi_{k}^{R}(\mathbf{y}, \mu), \tag{3.12}
\end{equation*}
$$

where $\mu$ is a given positive number. Here, $f^{R}(\cdot, \cdot, \mu)$ in (3.12) is continuous on $\mathcal{X} \times \mathcal{Y}$, and it is clear by (3.6) that, $\lim _{\mu \downarrow 0} f^{R}(\mathbf{x}, \mathbf{y}, \mu)=f(\mathbf{x}, \mathbf{y})$ for any $\mathbf{x} \in \mathcal{X}$ and $\mathbf{y} \in \mathcal{Y}$.

Notice that (3.12) is a nonconvex-nonconcave min-max problem and may not have a saddle point. However, similar to Proposition 2.2, we can have the existence results for the local saddle points of (3.12).
Proposition 3.1. There exists a $\tilde{\mu}>0$ such that (3.12) has a local saddle point for any $\mu \in(0, \tilde{\mu})$.
Proof. Let $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ be a saddle point of $\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} c(\mathbf{x}, \mathbf{y})$, i.e. (2.6) holds. Denote $\vartheta=\min \left\{1, g_{l}\left(\mathbf{x}^{*}\right), h_{k}\left(\mathbf{y}^{*}\right): l \in \mathcal{A}^{+}\left(\mathbf{x}^{*}\right), k \in \mathcal{B}^{+}\left(\mathbf{y}^{*}\right)\right\}$ and set $\tilde{\mu}=\vartheta / 2 \alpha$, then $g_{l}\left(\mathbf{x}^{*}\right) \geq$ $2 \alpha \tilde{\mu}, h_{k}\left(\mathbf{y}^{*}\right) \geq 2 \alpha \tilde{\mu}, \forall l \in \mathcal{A}^{+}\left(\mathbf{x}^{*}\right), k \in \mathcal{B}^{+}\left(\mathbf{y}^{*}\right)$. Choose $\mu \in(0, \tilde{\mu})$. By the continuity of $g$ and $h$, there exists a $\delta>0$ such that for any $l \in \mathcal{A}^{+}\left(\mathbf{x}^{*}\right), k \in \mathcal{B}^{+}\left(\mathbf{y}^{*}\right), \mathbf{x} \in \mathbf{B}\left(\mathbf{x}^{*}, \delta\right)$ and $\mathbf{y} \in \mathbf{B}\left(\mathbf{y}^{*}, \delta\right)$, it holds $g_{l}(\mathbf{x}) \geq \alpha \mu$ and $h_{k}(\mathbf{y}) \geq \alpha \mu$, by (3.4), which further implies

$$
\phi_{l}^{R}(\mathbf{x}, \mu)=1 \quad \text { and } \quad \psi_{k}^{R}(\mathbf{y}, \mu)=1
$$

This means that, for any $\mathbf{x} \in \mathbf{B}\left(\mathbf{x}^{*}, \delta\right)$ and $\mathbf{y} \in \mathbf{B}\left(\mathbf{y}^{*}, \delta\right)$,

$$
\begin{equation*}
\sum_{l \in[\hat{n}]} \phi_{l}^{R}\left(\mathbf{x}^{*}, \mu\right) \leq \sum_{l \in[\hat{n}]} \phi_{l}^{R}(\mathbf{x}, \mu) \quad \text { and } \quad \sum_{k \in[\hat{m}]} \psi_{k}^{R}\left(\mathbf{y}^{*}, \mu\right) \leq \sum_{k \in[\hat{m}]} \psi_{k}^{R}(\mathbf{y}, \mu) . \tag{3.13}
\end{equation*}
$$

Together (3.13) with (2.6), we obtain

$$
f^{R}\left(\mathbf{x}^{*}, \mathbf{y}, \mu\right) \leq f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right) \leq f^{R}\left(\mathbf{x}, \mathbf{y}^{*}, \mu\right), \quad \mathbf{x} \in \mathbf{B}\left(\mathbf{x}^{*}, \delta\right) \cap \mathcal{X}, \mathbf{y} \in \mathbf{B}\left(\mathbf{y}^{*}, \delta\right) \cap \mathcal{Y},
$$

which means that $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ a local saddle point of (3.12).
From the compactness of $\mathcal{X}$ and $\mathcal{Y},(3.12)$ has a global minimax point for any $\mu>0$.

## 4 Theoretical analysis on exact continuous relaxations

In this section, we will consider the consistence of problem (1.1) and its continuous relaxation problem (3.12) with the density function $\rho$ satisfying (3.1). Moreover, the smoothing approximation to a nonsmooth function $c$ is defined and discussed in subsection 4.3.

### 4.1 Relations on saddle points

To proceed the discussion on the saddle points and local saddle points between problem (1.1) and its continuous relaxation model (3.12), we need the following Assumption 4.1, which will be discussed and verified in Section 5.

Assumption 4.1. For a given $\mu>0$, the following conditions hold.
(i) For any $\overline{\mathbf{y}} \in \mathcal{Y}$, if $\mathbf{x}^{*}$ is a local minimizer of $f^{R}(\mathbf{x}, \overline{\mathbf{y}}, \mu)$ on $\mathcal{X}$, then

$$
\begin{equation*}
g_{l}\left(\mathbf{x}^{*}\right) \notin(0, \alpha \mu), \quad \forall l \in[\hat{n}] . \tag{4.1}
\end{equation*}
$$

(ii) For any $\overline{\mathbf{x}} \in \mathcal{X}$, if $\mathbf{y}^{*}$ is a local maximizer of $f^{R}(\overline{\mathbf{x}}, \mathbf{y}, \mu)$ on $\mathcal{Y}$, then

$$
\begin{equation*}
h_{k}\left(\mathbf{y}^{*}\right) \notin(0, \alpha \mu), \quad \forall k \in[\hat{m}] . \tag{4.2}
\end{equation*}
$$

If Assumption 4.1 holds for $\hat{\mu}$, then it holds for any $\mu \in(0, \hat{\mu}]$. Assumption 4.1 is to put the lower bound properties on the local solutions of $f^{R}(\mathbf{x}, \mathbf{y}, \mu)$ with respect to $\mathbf{x}$ and $\mathbf{y}$, respectively. If ( $\mathbf{x}^{*}, \mathbf{y}^{*}$ ) satisfies the lower bounds in (4.1) and (4.2), by (3.4), then

$$
\begin{equation*}
\phi_{l}^{R}\left(\mathbf{x}^{*}, \mu\right)=\phi_{l}\left(\mathbf{x}^{*}\right), \forall l \in[\hat{n}] \quad \text { and } \quad \psi_{k}^{R}\left(\mathbf{y}^{*}, \mu\right)=\psi_{k}\left(\mathbf{y}^{*}\right), \forall k \in[\hat{m}] \tag{4.3}
\end{equation*}
$$

Together this with the definition of (local) saddle points, we can find that the values of function $f(\cdot, \mu)$ and its continuous relaxation function $f^{R}(\cdot, \cdot, \mu)$ coincide at all (local) saddle points of (3.12), which is the main idea behind assuming the two lower bounds in Assumption 4.1 and the key motivation behind defining the continuous relaxation function as in (3.2). In Section 5, we will consider two ways to guarantee these two central properties in (4.1) and (4.2), one based on a first order necessary optimality condition and another based on a second order necessary optimality condition of (3.12). In what follows, we first derive the relations on the saddle points and local saddle points between problems (1.1) and (3.12) based on Assumption 4.1.
Theorem 4.1. Suppose problem (3.12) satisfies Assumption 4.1, then
(i) $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a saddle point of (1.1) if and only if it is a saddle point of (3.12);
(ii) $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a local saddle point of (1.1), if it is a local saddle point of (3.12).

Proof. Suppose $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a global (local) saddle point of problem (3.12). By the relations in (3.11) and (4.3), it holds $f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right)=f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right), f^{R}\left(\mathbf{x}^{*}, \mathbf{y}, \mu\right) \geq f\left(\mathbf{x}^{*}, \mathbf{y}\right)$ and $f^{R}\left(\mathbf{x}, \mathbf{y}^{*}, \mu\right) \leq f\left(\mathbf{x}, \mathbf{y}^{*}\right)$. Then, $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a global (local) saddle point of problem (1.1). Thus we only need to prove that if $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a saddle point of problem (1.1), then it is a saddle point of (3.12).

Assume on contradiction that $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a saddle point of problem (1.1), but it is not a saddle point of (3.12). Then

$$
\begin{equation*}
\mathbf{x}^{*} \in \arg \min _{\mathbf{x} \in \mathcal{X}} f\left(\mathbf{x}, \mathbf{y}^{*}\right) \quad \text { and } \quad \mathbf{y}^{*} \in \arg \max _{\mathbf{y} \in \mathcal{Y}} f\left(\mathbf{x}^{*}, \mathbf{y}\right) \tag{4.4}
\end{equation*}
$$

but either $\mathbf{x}^{*}$ is not a global minimizer of $f^{R}\left(\mathbf{x}, \mathbf{y}^{*}, \mu\right)$ on $\mathcal{X}$ or $\mathbf{y}^{*}$ is not a global maximizer of $f^{R}\left(\mathbf{x}^{*}, \mathbf{y}, \mu\right)$ on $\mathcal{Y}$. As a possible situation, if $\mathbf{x}^{*}$ is not a global minimizer of $f^{R}\left(\mathbf{x}, \mathbf{y}^{*}, \mu\right)$ on $\mathcal{X}$, then there exists $\overline{\mathbf{x}} \in \arg \min _{\mathbf{x} \in \mathcal{X}} f^{R}\left(\mathbf{x}, \mathbf{y}^{*}, \mu\right)$ such that

$$
\begin{equation*}
f^{R}\left(\overline{\mathbf{x}}, \mathbf{y}^{*}, \mu\right)<f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right) \tag{4.5}
\end{equation*}
$$

By (4.1) in Assumption 4.1, either $g_{l}(\overline{\mathbf{x}}) \geq \alpha \mu$ or $g_{l}(\overline{\mathbf{x}}) \leq 0$, which means $\phi_{l}^{R}(\overline{\mathbf{x}}, \mu)=$ $\phi_{l}(\overline{\mathbf{x}}), \forall l \in[\hat{n}]$, and then

$$
\begin{equation*}
f^{R}\left(\overline{\mathbf{x}}, \mathbf{y}^{*}, \mu\right)=f\left(\overline{\mathbf{x}}, \mathbf{y}^{*}\right)-\lambda_{2} \sum_{k \in[\hat{m}]} \psi_{k}^{R}\left(\mathbf{y}^{*}, \mu\right)+\lambda_{2} \sum_{k \in[\hat{m}]} \psi_{k}\left(\mathbf{y}^{*}\right) . \tag{4.6}
\end{equation*}
$$

While by $\phi_{l}^{R}\left(\mathbf{x}^{*}, \mu\right) \leq \phi_{l}\left(\mathbf{x}^{*}\right), \forall l \in[\hat{n}]$, we obtain

$$
\begin{equation*}
f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right) \leq f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)-\lambda_{2} \sum_{k \in[\hat{m}]} \psi_{k}^{R}\left(\mathbf{y}^{*}, \mu\right)+\lambda_{2} \sum_{k \in[\hat{m}]} \psi_{k}\left(\mathbf{y}^{*}\right) . \tag{4.7}
\end{equation*}
$$

Combining (4.5)-(4.7), we find that $f\left(\overline{\mathbf{x}}, \mathbf{y}^{*}\right)<f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$, which contradicts to the first relation in (4.4). Thus, $\mathbf{x}^{*}$ is a global minimizer of $f^{R}\left(\mathbf{x}, \mathbf{y}^{*}, \mu\right)$ on $\mathcal{X}$. And we can verify that $\mathbf{y}^{*}$ is a global maximizer of $f^{R}\left(\mathbf{x}^{*}, \mathbf{y}, \mu\right)$ on $\mathcal{Y}$ by a similar way. Therefore, $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a saddle point of problem (3.12).

Remark 4.1. Following the proof of Theorem 4.1, besides the lower bound properties assumed in Assumption 4.1, we see that the property of continuous relaxation function $r$ that $r(t, \mu) \leq\left(t_{+}\right)^{0}, \forall t \in \mathbb{R}$ and $\mu>0$, is used to guarantee the equivalence between the saddle points of (1.1) and (3.12) from sufficiency and necessity. Moreover, under Assumption 4.1, we confirm by Theorem 4.1 that any saddle point $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ of (1.1), if it exists, satisfies the lower bounds in (4.1) and (4.2).

### 4.2 Relations on minimax points

To establish the equivalent relation on global minimax points between problem (1.1) and problem (3.12), we need the following assumption, which will be discussed and verified in Section 5.
Assumption 4.2. For a given $\mu>0$, the following conditions hold.
(i) If $\mathbf{x}^{*}$ is a global minimizer of $\max _{\mathbf{y} \in \mathcal{Y}} f^{R}(\mathbf{x}, \mathbf{y}, \mu)$ on $\mathcal{X}$, then (4.1) holds.
(ii) For any $\overline{\mathbf{x}} \in \mathcal{X}$, if $\mathbf{y}^{*}$ is a global maximizer of $f^{R}(\overline{\mathbf{x}}, \mathbf{y}, \mu)$ on $\mathcal{Y}$, then (4.2) holds.

Assumption 4.2 implies that any global minimax point ( $\mathbf{x}^{*}, \mathbf{y}^{*}$ ) of (3.12) satisfies the lower bounds in (4.1) and (4.2), and subsequentially the function values of $f(\cdot, \cdot)$ and its continuous relaxation function $f^{R}(\cdot, \cdot, \mu)$ coincide at all global minimax points of (3.12). Then, we can establish the following relations on the global minimax points between problems (1.1) and (3.12).
Theorem 4.2. Under Assumption 4.2, $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a global minimax point of problem (3.12) if and only if it is a global minimax point of problem (1.1).

Proof. Let $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ be a global minimax point of problem (3.12), i.e.

$$
\begin{equation*}
f^{R}\left(\mathbf{x}^{*}, \mathbf{y}, \mu\right) \leq f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f^{R}\left(\mathbf{x}, \mathbf{y}^{\prime}, \mu\right), \quad \forall \mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y} \tag{4.8}
\end{equation*}
$$

which implies $f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right)=\max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{\prime}, \mu\right) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f^{R}\left(\mathbf{x}, \mathbf{y}^{\prime}, \mu\right)$. Then, Assumption 4.2 gives $\phi_{l}\left(\mathbf{x}^{*}\right)=\phi_{l}^{R}\left(\mathbf{x}^{*}, \mu\right)$ and $\psi_{k}\left(\mathbf{y}^{*}\right)=\psi_{k}^{R}\left(\mathbf{y}^{*}, \mu\right)$, and we further have

$$
\begin{equation*}
f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right)=f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \tag{4.9}
\end{equation*}
$$

Invoking (3.11), we have

$$
\begin{equation*}
f\left(\mathbf{x}^{*}, \mathbf{y}\right)=c\left(\mathbf{x}^{*}, \mathbf{y}\right)+\lambda_{1} \sum_{l \in[\hat{n}]} \phi_{l}\left(\mathbf{x}^{*}\right)-\lambda_{2} \sum_{k \in[\hat{m}]} \psi_{k}(\mathbf{y}) \leq f^{R}\left(\mathbf{x}^{*}, \mathbf{y}, \mu\right), \quad \forall \mathbf{y} \in \mathcal{Y} . \tag{4.10}
\end{equation*}
$$

For any $\mathbf{x} \in \mathcal{X}$, denote $\mathbf{y}_{\mathbf{x}}$ a maximizer of $f^{R}(\mathbf{x}, \mathbf{y}, \mu)$ on $\mathcal{Y}$. Recalling Assumption 4.2, we have that $\mathbf{y}_{\mathbf{x}}$ satisfies the lower bound property in (4.2) and $\psi_{k}\left(\mathbf{y}_{\mathbf{x}}\right)=\psi_{k}^{R}\left(\mathbf{y}_{\mathbf{x}}, \mu\right)$. Together it with (3.11), we have that

$$
\begin{align*}
\max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f^{R}\left(\mathbf{x}, \mathbf{y}^{\prime}, \mu\right) & =c\left(\mathbf{x}, \mathbf{y}_{\mathbf{x}}\right)+\lambda_{1} \sum_{l \in[\hat{n}]} \phi_{l}^{R}(\mathbf{x}, \mu)-\lambda_{2} \sum_{k \in[\hat{m}]} \psi_{k}^{R}\left(\mathbf{y}_{\mathbf{x}}, \mu\right) \\
& \leq c\left(\mathbf{x}, \mathbf{y}_{\mathbf{x}}\right)+\lambda_{1} \sum_{l \in[\hat{n}]} \phi_{l}(\mathbf{x})-\lambda_{2} \sum_{k \in[\hat{m}]} \psi_{k}\left(\mathbf{y}_{\mathbf{x}}\right) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f\left(\mathbf{x}, \mathbf{y}^{\prime}\right) . \tag{4.11}
\end{align*}
$$

Thus, $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a global minimax point of problem (1.1) by (4.8)-(4.11).
Conversely, let $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ be a global minimax point of problem (1.1), i.e.

$$
\begin{equation*}
f\left(\mathbf{x}^{*}, \mathbf{y}\right) \leq f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f\left(\mathbf{x}, \mathbf{y}^{\prime}\right), \quad \forall \mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y} \tag{4.12}
\end{equation*}
$$

By the first inequality in (4.12), similar to the proof of Theorem 4.1, we have

$$
\begin{equation*}
f^{R}\left(\mathbf{x}^{*}, \mathbf{y}, \mu\right) \leq f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right), \quad \forall \mathbf{y} \in \mathcal{Y} . \tag{4.13}
\end{equation*}
$$

Next, recalling Assumption 4.2, $\mathbf{y}^{*} \in \arg \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{\prime}, \mu\right)$ implies

$$
\begin{equation*}
\psi_{k}\left(\mathbf{y}^{*}\right)=\psi_{k}^{R}\left(\mathbf{y}^{*}, \mu\right), \quad \forall k \in[\hat{m}] \tag{4.14}
\end{equation*}
$$

which together with $\phi_{l}^{R}\left(\mathbf{x}^{*}, \mu\right) \leq \phi_{l}\left(\mathbf{x}^{*}\right), \forall l \in[\hat{n}]$ gives

$$
\begin{equation*}
f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right) \leq f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \tag{4.15}
\end{equation*}
$$

Denote ( $\overline{\mathbf{x}}, \overline{\mathbf{y}}$ ) a global minimax point of (3.12), then

$$
\begin{equation*}
f^{R}(\overline{\mathbf{x}}, \mathbf{y}, \mu) \leq f^{R}(\overline{\mathbf{x}}, \overline{\mathbf{y}}, \mu) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f^{R}\left(\mathbf{x}, \mathbf{y}^{\prime}, \mu\right), \quad \forall \mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y} \tag{4.16}
\end{equation*}
$$

by the first part of this theorem, which implies

$$
\begin{equation*}
f(\overline{\mathbf{x}}, \mathbf{y}) \leq f(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f\left(\mathbf{x}, \mathbf{y}^{\prime}\right), \quad \forall \mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y} \tag{4.17}
\end{equation*}
$$

By Assumption 4.2, we further have

$$
\begin{equation*}
\phi_{l}^{R}(\overline{\mathbf{x}}, \mu)=\phi_{l}(\overline{\mathbf{x}}), \forall l \in[\hat{n}], \psi_{k}^{R}(\overline{\mathbf{y}}, \mu)=\psi_{k}(\overline{\mathbf{y}}), \forall k \in[\hat{m}] \text { and } f^{R}(\overline{\mathbf{x}}, \overline{\mathbf{y}}, \mu)=f(\overline{\mathbf{x}}, \overline{\mathbf{y}}) . \tag{4.18}
\end{equation*}
$$

Letting $\mathbf{x}=\overline{\mathbf{x}}$ in the second inequality of (4.12), we have

$$
\begin{equation*}
f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f\left(\overline{\mathbf{x}}, \mathbf{y}^{\prime}\right) . \tag{4.19}
\end{equation*}
$$

The first inequality in (4.17) gives $\max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f\left(\overline{\mathbf{x}}, \mathbf{y}^{\prime}\right)=f(\overline{\mathbf{x}}, \overline{\mathbf{y}})$, which together with (4.19) implies $f\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq f(\overline{\mathbf{x}}, \overline{\mathbf{y}})$. This together with (4.15) and the third equality of (4.18) gives

$$
\begin{equation*}
f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right) \leq f^{R}(\overline{\mathbf{x}}, \overline{\mathbf{y}}, \mu) . \tag{4.20}
\end{equation*}
$$

By virtue of (4.20) and the second inequality in (4.16), we have

$$
f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right) \leq \max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f^{R}\left(\mathbf{x}, \mathbf{y}^{\prime}, \mu\right), \quad \forall \mathbf{x} \in \mathcal{X}
$$

which together with (4.13) guarantees that $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a global minimax point of problem (3.12).

### 4.3 Smoothing functions to a nonsmooth convex-concave function $c$

If the function $c$ in problem (3.12) is nonsmooth, the smoothing approximation of it is often needed in the algorithms [6, 11]. In what follows, we introduce a class of smoothing functions of $c$ defined in [11].
Definition 4.1. We call $\tilde{c}: \mathcal{X} \times \mathcal{Y} \times(0,1] \rightarrow \mathbb{R}$ a smoothing function of a nonsmooth function $c$ on $\mathcal{X} \times \mathcal{Y}$, if $\tilde{c}(\cdot, \cdot, \varepsilon)$ is continuously differentiable on $\mathcal{X} \times \mathcal{Y}$ for any fixed $\varepsilon \in(0,1]$ and for any $(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \in \mathcal{X} \times \mathcal{Y}$, it satisfies

$$
\begin{equation*}
\lim _{\mathbf{x} \rightarrow \overline{\mathbf{x}}, \mathbf{y} \rightarrow \overline{\mathbf{y}}, \varepsilon \downarrow 0} \tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)=c(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \tag{4.21}
\end{equation*}
$$

The gradient consistence between the Clarke subgradient of the nonsmooth function and the gradients associated with its smoothing function sequence is important for the efficiency of the smoothing method, i.e. for any $\overline{\mathbf{x}} \in \mathcal{X}$ and $\overline{\mathbf{y}} \in \mathcal{Y}$,

$$
\begin{equation*}
\left\{\lim _{\mathbf{x} \rightarrow \overline{\mathbf{x}}, \mathbf{y} \rightarrow \overline{\mathbf{y}}, \varepsilon \downarrow 0} \nabla \tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)\right\} \subseteq \partial c(\overline{\mathbf{x}}, \overline{\mathbf{y}}) \tag{4.22}
\end{equation*}
$$

The partial gradient consistences with respect to the update of two variables are often necessary for the algorithm analysis of the min-max problems, i.e. for any $\overline{\mathbf{x}} \in \mathcal{X}$ and $\overline{\mathbf{y}} \in \mathcal{Y}$,

$$
\begin{align*}
& \left\{\lim _{\mathbf{x} \rightarrow \overline{\mathbf{x}}, \mathbf{y} \rightarrow \overline{\mathbf{y}}, \varepsilon \downarrow 0} \nabla_{\mathbf{x}} \tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)\right\} \subseteq \partial_{\mathbf{x}} c(\overline{\mathbf{x}}, \overline{\mathbf{y}}),  \tag{4.23}\\
& \left\{\lim _{\mathbf{x} \rightarrow \overline{\mathbf{x}}, \mathbf{y} \rightarrow \overline{\mathbf{y}}, \varepsilon \downarrow 0} \nabla_{\mathbf{y}} \tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)\right\} \subseteq \partial_{\mathbf{y}} c(\overline{\mathbf{x}}, \overline{\mathbf{y}}) . \tag{4.24}
\end{align*}
$$

However, neither $\partial c(\mathbf{x}, \mathbf{y})$ nor $\partial_{\mathbf{x}} c(\mathbf{x}, \mathbf{y}) \times \partial_{\mathbf{y}} c(\mathbf{x}, \mathbf{y})$ are contained in each other generally. See [14, Example 2.5.2]. When $c$ is Clarke regular with respect to ( $\mathbf{x}, \mathbf{y}$ ), by [14, Proposition 2.3.15], it holds

$$
\begin{equation*}
\partial c(\mathbf{x}, \mathbf{y}) \subseteq \partial_{\mathbf{x}} c(\mathbf{x}, \mathbf{y}) \times \partial_{\mathbf{y}} c(\mathbf{x}, \mathbf{y}) \tag{4.25}
\end{equation*}
$$

In what follows, we will show that (4.25) holds for any convex-concave function $c$, though the convexity-concavity of $c$ cannot give the regularity of it. For example, $c(\mathbf{x}, \mathbf{y})=|\mathbf{x}|-|\mathbf{y}|$ is convex-concave on $\mathbb{R} \times \mathbb{R}$, but not Clarke regular in $(\mathbf{x}, \mathbf{y})$ at $(1,0)$.

Proposition 4.1. For any convex-concave function $c$, (4.25) holds for any $\mathbf{x} \in \mathbb{R}^{n}$ and $\mathbf{y} \in \mathbb{R}^{m}$.

Proof. Let $(\xi, \eta) \in \partial c(\mathbf{x}, \mathbf{y})$. We will prove that $\xi \in \partial_{\mathbf{x}} c(\mathbf{x}, \mathbf{y})$ and $\eta \in \partial_{\mathbf{y}} c(\mathbf{x}, \mathbf{y})$.
Since $c(\cdot, \mathbf{y})$ is convex on $\mathbb{R}^{n}$ for any $\mathbf{y}$, by [14, Proposition 2.5.3], it has $\xi \in$ $\partial_{\mathbf{x}} c(\mathbf{x}, \mathbf{y})$. Inspired by the result in [14, Proposition 2.3.1], $(-\xi,-\eta) \in \partial(-c(\mathbf{x}, \mathbf{y}))$. Using the concavity of $c(\mathbf{x}, \cdot)$ on $\mathbb{R}^{m}$ for any $\mathbf{x} \in \mathbb{R}^{n},-c(\mathbf{x}, \mathbf{y})$ is convex with respect to $\mathbf{y}$ and then $-\eta \in \partial_{\mathbf{y}}(-c(\mathbf{x}, \mathbf{y}))=-\partial_{\mathbf{y}} c(\mathbf{x}, \mathbf{y})$, which uses [14, Proposition 2.5.3] again. Thus, $\eta \in \partial_{\mathbf{y}} c(\mathbf{x}, \mathbf{y})$.

For a nonsmooth function $c$, we can construct a smoothing function of $c$ by convolution [11, 41, 44] as follows

$$
\begin{equation*}
\tilde{c}(\mathbf{z}, \varepsilon)=\int_{\mathbb{R}^{n+m}} c(\mathbf{z}-\mathbf{u}) \psi_{\varepsilon}(\mathbf{u}) d \mathbf{u} \tag{4.26}
\end{equation*}
$$

where $\mathbf{z}:=(\mathbf{x}, \mathbf{y}), \psi_{\varepsilon}: \mathbb{R}^{n+m} \rightarrow \mathbb{R}_{+}$is a sequence of bounded, measurable functions satisfying $\int_{\mathbb{R}^{n+m}} \psi_{\varepsilon}(\mathbf{u}) d \mathbf{u}=1$ and $\lim _{\varepsilon \downarrow 0} B^{\varepsilon}=\{\mathbf{0}\}$ with $B^{\varepsilon}:=\left\{\mathbf{u}: \psi_{\varepsilon}(\mathbf{u})>0\right\}$.
Proposition 4.2. Let $\tilde{c}: \mathbb{R}^{n} \times \mathbb{R}^{m} \times(0,1] \rightarrow \mathbb{R}$ be defined as in (4.26). Then $\tilde{c}$ is a smoothing function of $c$ on $\mathcal{X} \times \mathcal{Y}$ and satisfies the following properties:
(i) for any $\overline{\mathbf{x}} \in \mathcal{X}$ and $\overline{\mathbf{y}} \in \mathcal{Y}$, (4.22) and (4.23)-(4.24) hold;
(ii) for any $\varepsilon>0, \tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)$ is convex in $\mathbf{x} \in \mathbb{R}^{n}$ and concave in $\mathbf{y} \in \mathbb{R}^{m}$.

Proof. From [44, Theorem 9.67], $\tilde{c}$ in (4.26) is a smoothing function of $c$ on $\mathcal{X} \times \mathcal{Y}$ and satisfies $\left\{\lim _{\mathbf{x} \rightarrow \overline{\mathbf{x}}, \mathbf{y} \rightarrow \overline{\mathbf{y}}, \varepsilon \downarrow 0} \nabla \tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)\right\} \subseteq \partial c(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ for any $\overline{\mathbf{x}} \in \mathcal{X}$ and $\overline{\mathbf{y}} \in \mathcal{Y}$. Recalling the convexity-concavity of $c$, by Proposition 4.1, (4.23)-(4.24) hold.

In what follows, we first verify that $\tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)$ is convex in $\mathbf{x} \in \mathbb{R}^{n}$ for any $\mathbf{y} \in \mathbb{R}^{m}$ and $\varepsilon>0$. For any $\overline{\mathbf{x}}, \hat{\mathbf{x}} \in \mathcal{X}$ and $\eta \in[0,1]$, observe that

$$
\begin{aligned}
& \tilde{c}(\eta \overline{\mathbf{x}}+(1-\eta) \hat{\mathbf{x}}, \mathbf{y}, \varepsilon)=\int_{\mathbb{R}^{n+m}} c(\eta \overline{\mathbf{x}}+(1-\eta) \hat{\mathbf{x}}-\mathbf{v}, \mathbf{y}-\mathbf{w}) \psi_{\varepsilon}(\mathbf{u}) d \mathbf{u} \\
\leq & \eta \int_{\mathbb{R}^{n+m}} c(\overline{\mathbf{x}}-\mathbf{v}, \mathbf{y}-\mathbf{w}) \psi_{\varepsilon}(\mathbf{u}) d \mathbf{u}+(1-\eta) \int_{\mathbb{R}^{n+m}} c(\hat{\mathbf{x}}-\mathbf{v}, \mathbf{y}-\mathbf{w}) \psi_{\varepsilon}(\mathbf{u}) d \mathbf{u} \\
= & \eta \tilde{c}(\overline{\mathbf{x}}, \mathbf{y}, \varepsilon)+(1-\eta) \tilde{c}(\hat{\mathbf{x}}, \mathbf{y}, \varepsilon)
\end{aligned}
$$

where $\mathbf{u}=(\mathbf{v}, \mathbf{w}) \in \mathbb{R}^{n+m}$, the inequality uses the convexity of $c(\cdot, \mathbf{y})$ and the nonnegativity of $\psi_{\varepsilon}$ on $\mathbb{R}^{n+m}$. Thus, $\tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)$ is convex in $\mathbf{x} \in \mathbb{R}^{n}$ for any $\mathbf{y} \in \mathbb{R}^{m}$ and $\varepsilon>0$. By similar calculation, $\tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)$ is concave in $\mathbf{y} \in \mathbb{R}^{m}$ for any $\mathbf{x} \in \mathbb{R}^{n}$ and $\varepsilon>0$.

Then, denote the smoothing model of (3.12) by

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} \tilde{f}^{R}(\mathbf{x}, \mathbf{y}, \mu, \varepsilon):=\tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)+\lambda_{1} \sum_{l \in[\hat{n}]} \phi_{l}^{R}(\mathbf{x}, \mu)-\lambda_{2} \sum_{k \in[\hat{m}]} \psi_{k}^{R}(\mathbf{y}, \mu), \tag{4.27}
\end{equation*}
$$

where $\tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)$ is a smoothing function of $c$. Since $\tilde{c}(\cdot, \cdot, \varepsilon)$ is a convex-concave function, it always has a saddle point over $\mathcal{X} \times \mathcal{Y}$. Following the results in previous sections,
problem (4.27) with an $\varepsilon>0$ has a local saddle point and a global minimax point for some $\mu>0$.

## 5 A particular case of problem (1.1)

In Section 4, we showed the consistency on the saddle point sets and the inclusion on the local saddle point sets of problems (1.1) and (3.12) under Assumption 4.1, and the consistence on their global minimax point sets under Assumption 4.2. In this section, we verify that Assumptions 4.1 and 4.2 hold for the continuous relaxation of a particular case of problem (1.1). Moreover, with the specific structure of $r$ under Assumption 3.1 or Assumption 3.2, we establish the relations between the first order or second order stationary points of (3.12) and the local saddle points for the particular case of (1.1).

Denote

$$
\begin{array}{ll}
\mathcal{N}_{i}:=\left\{l \in[\hat{n}]: g_{l}(\mathbf{x}):=g_{l}\left(\mathbf{x}_{i}\right), \forall \mathbf{x} \in \mathbb{R}^{n}\right\}, & \text { for } i \in[n], \\
\mathcal{M}_{j}:=\left\{k \in[\hat{m}]: h_{k}(\mathbf{y}):=h_{k}\left(\mathbf{y}_{j}\right), \forall \mathbf{y} \in \mathbb{R}^{m}\right\}, & \text { for } j \in[m],
\end{array}
$$

and suppose

$$
\bigcup_{i \in[n]} \mathcal{N}_{i}=[\hat{n}], \mathcal{N}_{\tilde{i}} \cap \mathcal{N}_{\hat{i}}=\emptyset, \forall \tilde{i} \neq \hat{i} ; \quad \bigcup_{j \in[m]} \mathcal{M}_{j}=[\hat{m}], \mathcal{M}_{\tilde{j}} \cap \mathcal{M}_{\hat{j}}=\emptyset, \forall \tilde{j} \neq \hat{j},
$$

which means that for any $l \in[\hat{n}]$, there is an $i \in[n]$ such that $g_{l}$ is only dependent on $\mathbf{x}_{i}$, and for any $k \in[\hat{m}]$, there is a $j \in[m]$ such that $h_{k}$ is only dependent on $\mathbf{y}_{j}$. In this section, we consider a case of (1.1) as follows

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y}):=c(\mathbf{x}, \mathbf{y})+\lambda_{1} \sum_{i \in[n]} \sum_{l \in \mathcal{N}_{i}}\left(g_{l}\left(\mathbf{x}_{i}\right)_{+}\right)^{0}-\lambda_{2} \sum_{j \in[m]} \sum_{k \in \mathcal{M}_{j}}\left(h_{k}\left(\mathbf{y}_{j}\right)_{+}\right)^{0} . \tag{5.1}
\end{equation*}
$$

Moreover, we assume that $\mathcal{X}$ and $\mathcal{Y}$ satisfy Slater's condition, i.e.

$$
\begin{equation*}
\operatorname{int}(\mathcal{X}) \neq \emptyset, \quad \operatorname{int}(\mathcal{Y}) \neq \emptyset \tag{5.2}
\end{equation*}
$$

and have the following structures

$$
\begin{equation*}
\mathcal{X}:=\tilde{\mathcal{X}} \cap \overline{\mathcal{X}}, \quad \mathcal{Y}:=\tilde{\mathcal{Y}} \cap \overline{\mathcal{Y}}, \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\mathcal{X}}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \underline{\mathbf{u}} \leq \mathbf{x} \leq \overline{\mathbf{u}}\right\}, \quad \tilde{\mathcal{Y}}=\left\{\mathbf{y} \in \mathbb{R}^{m}: \underline{\mathbf{v}} \leq \mathbf{y} \leq \overline{\mathbf{v}}\right\} \tag{5.4}
\end{equation*}
$$

with $\underline{\mathbf{u}}, \overline{\mathbf{u}} \in \mathbb{R}^{n}, \underline{\mathbf{v}}, \overline{\mathbf{v}} \in \mathbb{R}^{m}, \underline{\mathbf{u}}<\overline{\mathbf{u}}, \underline{\mathbf{v}}<\overline{\mathbf{v}}$, and

$$
\begin{equation*}
\overline{\mathcal{X}}=\left\{\mathbf{x} \in \mathbb{R}^{n}: u_{t}(\mathbf{x}) \leq 0, t \in[\bar{n}]\right\}, \quad \overline{\mathcal{Y}}=\left\{\mathbf{y} \in \mathbb{R}^{m}: v_{s}(\mathbf{y}) \leq 0, s \in[\bar{m}]\right\} \tag{5.5}
\end{equation*}
$$

with Lipschitz continuous convex functions $u_{t}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ for $t \in[\bar{n}]$ and $v_{s}: \mathbb{R}^{m} \rightarrow \mathbb{R}$ for $s \in[\bar{m}]$.

Denote

$$
\mathcal{T}_{0}(\mathbf{x})=\left\{t \in[\bar{n}]: u_{t}(\mathbf{x})=0\right\}, \quad \mathcal{S}_{0}(\mathbf{y})=\left\{s \in[\bar{m}]: v_{s}(\mathbf{y})=0\right\} .
$$

Since $\operatorname{int}(\overline{\mathcal{X}}) \supseteq \operatorname{int}(\mathcal{X}) \neq \emptyset$, by [20, Theorems 6.8.2 and 6.8.3] and [29, Proposition 5.3.1 and Remark 5.3.2],

$$
\begin{equation*}
N_{\overline{\mathcal{X}}}(\mathbf{x})=\sum_{t \in \mathcal{T}_{0}(\mathbf{x})}[0,+\infty) \partial u_{t}(\mathbf{x}), \quad \forall \mathbf{x} \in \overline{\mathcal{X}} \tag{5.6}
\end{equation*}
$$

Using $\operatorname{int}(\mathcal{X}) \neq \emptyset$ again, we have

$$
\begin{equation*}
N_{\mathcal{X}}(\mathbf{x})=N_{\tilde{\mathcal{X}}}(\mathbf{x})+N_{\overline{\mathcal{X}}}(\mathbf{x}) \tag{5.7}
\end{equation*}
$$

Similar calculation can be put forward to $\mathcal{Y}$.
For any $i \in[n]$ and $j \in[m]$, denote

$$
\phi_{i}\left(\mathbf{x}_{i}\right)=\sum_{l \in \mathcal{N}_{i}}\left(g_{l}\left(\mathbf{x}_{i}\right)_{+}\right)^{0}, \quad \psi_{j}\left(\mathbf{y}_{j}\right)=\sum_{k \in \mathcal{M}_{j}}\left(h_{k}\left(\mathbf{y}_{j}\right)_{+}\right)^{0}
$$

and define their continuous relaxations by

$$
\begin{equation*}
\phi_{i}^{R}\left(\mathbf{x}_{i}, \mu\right)=\sum_{l \in \mathcal{N}_{i}} r\left(g_{l}\left(\mathbf{x}_{i}\right), \mu\right), \quad \psi_{j}^{R}\left(\mathbf{y}_{j}, \mu\right)=\sum_{k \in \mathcal{M}_{j}} r\left(h_{k}\left(\mathbf{y}_{j}\right), \mu\right) \tag{5.8}
\end{equation*}
$$

with $r$ in (3.2) and $\mu>0$. We consider the continuous relaxation of (5.1) as follows

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f^{R}(\mathbf{x}, \mathbf{y}, \mu):=c(\mathbf{x}, \mathbf{y})+\lambda_{1} \sum_{i \in[n]} \phi_{i}^{R}\left(\mathbf{x}_{i}, \mu\right)-\lambda_{2} \sum_{j \in[m]} \psi_{j}^{R}\left(\mathbf{y}_{j}, \mu\right) . \tag{5.9}
\end{equation*}
$$

We impose the following assumption on functions $g$ and $h$ related to the sets $\tilde{\mathcal{X}}$ and $\overline{\mathcal{X}}$ in (5.4)-(5.5).
Assumption 5.1. There exist positive numbers $\tau$ and $\sigma$ such that the following conditions hold.
(i) For any $\mathbf{x} \in \mathcal{X}$, if there exist $\hat{i} \in[n]$ and $\hat{l} \in \mathcal{N}_{\hat{i}}$ such that $g_{\hat{l}}\left(\mathbf{x}_{\hat{i}}\right) \in(0, \tau)$, then

$$
\begin{align*}
& \left|g_{\hat{l}}^{\prime}\left(\mathbf{x}_{\hat{i}}\right)\right| \geq \sigma, \quad \mathbf{x}_{\hat{i}} \in \operatorname{int}\left(\tilde{\mathcal{X}}_{\hat{i}}\right)  \tag{5.10}\\
& g_{l}\left(\mathbf{x}_{\hat{i}}\right) \notin[0, \tau], \forall l \in \mathcal{N}_{\hat{i}}, l \neq \hat{l}  \tag{5.11}\\
& \xi_{\hat{i}}^{t}(\mathbf{x}) g_{\hat{l}}^{\prime}\left(\mathbf{x}_{\hat{i}}\right) \geq 0, \forall \xi^{t}(\mathbf{x}) \in \partial u_{t}(\mathbf{x}), t \in \mathcal{T}_{0}(\mathbf{x}) \tag{5.12}
\end{align*}
$$

(ii) For any $\mathbf{y} \in \mathcal{Y}$, if there exist $\hat{j} \in[m]$ and $\hat{k} \in \mathcal{M}_{\hat{j}}$ such that $h_{\hat{k}}\left(\mathbf{y}_{\hat{j}}\right) \in(0, \tau)$, then

$$
\begin{align*}
& \left|h_{\hat{k}}^{\prime}\left(\mathbf{y}_{\hat{j}}\right)\right| \geq \sigma, \quad \mathbf{y}_{\hat{j}} \in \operatorname{int}\left(\tilde{\mathcal{Y}}_{\hat{j}}\right),  \tag{5.13}\\
& h_{k}\left(\mathbf{y}_{\hat{j}}\right) \notin[0, \tau], \quad \forall k \in \mathcal{M}_{\hat{j}}, k \neq \hat{k}, \tag{5.14}
\end{align*}
$$

$$
\begin{equation*}
\eta_{\hat{j}}^{s}(\mathbf{y}) h_{\hat{k}}^{\prime}\left(\mathbf{y}_{\hat{j}}\right) \geq 0, \forall \eta^{s}(\mathbf{y}) \in \partial v_{s}(\mathbf{y}), s \in \mathcal{S}_{0}(\mathbf{y}) \tag{5.15}
\end{equation*}
$$

When $\alpha \mu<\tau$, (5.11) is used to guarantee that for any $\mathbf{x} \in \mathcal{X}$ and $i \in[n]$, there is at most one $l \in \mathcal{N}_{i}$ such that $r\left(g_{l}\left(\mathbf{x}_{i}\right), \mu\right) \neq\left(g_{l}\left(\mathbf{x}_{i}\right)_{+}\right)^{0}$. If there exist $\hat{i} \in[n]$ and $\hat{l} \in \mathcal{N}_{\hat{i}}$ such that $r\left(g_{\hat{l}}\left(\mathbf{x}_{\hat{i}}\right), \mu\right) \neq\left(g_{\hat{l}}\left(\mathbf{x}_{\hat{i}}\right)_{+}\right)^{0}$, by (5.10) and Assumption 3.1, if $r(\cdot, \mu)$ is Lipschitz continuous around $g_{\hat{l}}\left(\mathbf{x}_{\hat{i}}\right)$, we obtain

$$
\begin{equation*}
\inf \left\{\xi: \xi \in \partial_{\mathbf{x}_{\hat{i}}} r\left(g_{\hat{l}}\left(\mathbf{x}_{\hat{i}}\right), \mu\right)\right\} \geq \underline{\rho} \sigma / \mu \tag{5.16}
\end{equation*}
$$

and by (5.6), (5.7) and (5.10), $\left[N_{\mathcal{X}}(\mathbf{x})\right]_{\hat{i}}=0$ or $\left[N_{\mathcal{X}}(\mathbf{x})\right]_{\hat{\imath}}=\left[N_{\overline{\mathcal{X}}}(\mathbf{x})\right]_{\hat{i}}=$ $\left[\sum_{t \in \mathcal{T}_{0}(\mathbf{x})}[0,+\infty) \partial u_{t}(\mathbf{x})\right]_{\hat{i}}$, which together with (5.12) implies that

$$
\begin{equation*}
\xi_{\hat{i}}(\mathbf{x}) g_{\hat{l}}^{\prime}\left(\mathbf{x}_{\hat{i}}\right) \geq 0, \quad \forall \xi(\mathbf{x}) \in N_{\mathcal{X}}(\mathbf{x}) \tag{5.17}
\end{equation*}
$$

In particular, if $\mathcal{N}_{i}=\{i\}$ and $\mathcal{M}_{j}=\{j\}$ for all $i \in[n]$ and $j \in[m]$, then (5.1) reduces to

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y}):=c(\mathbf{x}, \mathbf{y})+\lambda_{1} \sum_{i=1}^{n}\left(g_{i}\left(\mathbf{x}_{i}\right)_{+}\right)^{0}-\lambda_{2} \sum_{j=1}^{m}\left(h_{j}\left(\mathbf{y}_{j}\right)_{+}\right)^{0} . \tag{5.18}
\end{equation*}
$$

Remark 5.1. Consider
$f(\mathbf{x}, \mathbf{y}):=c(\mathbf{x}, \mathbf{y})+\lambda_{1}\left\|(\mathbf{x}-\underline{\mathbf{a}})_{+}\right\|_{0}+\lambda_{1}\left\|(\overline{\mathbf{a}}-\mathbf{x})_{+}\right\|_{0}-\lambda_{2}\left\|(\mathbf{y}-\underline{\mathbf{b}})_{+}\right\|_{0}-\lambda_{2}\left\|(\overline{\mathbf{b}}-\mathbf{y})_{+}\right\|_{0}$,
with $\underline{\mathbf{a}}, \overline{\mathbf{a}} \in \mathbb{R}^{n}$ and $\underline{\mathbf{b}}, \overline{\mathbf{b}} \in \mathbb{R}^{m}$. Then (5.19) is a special case of problem (5.1) with $g_{i}\left(\mathbf{x}_{i}\right)=\mathbf{x}_{i}-\underline{\mathbf{a}}_{i}, g_{n+i}\left(\mathbf{x}_{i}\right)=\overline{\mathbf{a}}_{i}-\mathbf{x}_{i}, i \in[n] ; h_{j}\left(\mathbf{y}_{j}\right)=\mathbf{y}_{j}-\underline{\mathbf{b}}_{j}, h_{m+j}\left(\mathbf{y}_{j}\right)=\overline{\mathbf{b}}_{j}-\mathbf{y}_{j}, j \in[m]$.

In particular, the following three cases satisfy Assumption 5.1-(i), while the judgment on Assumption 5.1-(ii) is the same.

- Case 1: Let $\mathcal{X}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \underline{\mathbf{u}} \leq \mathbf{x} \leq \overline{\mathbf{u}}\right\}$ and $f$ be defined as in (5.19) with $\overline{\mathbf{a}}, \underline{\mathbf{a}} \in \mathcal{X}$. Then, Assumption 5.1-(i) holds with

$$
\begin{equation*}
\sigma=1 \quad \text { and } \quad \tau=\min \left\{\tau_{\mathbf{x}, 1}, \tau_{\mathbf{x}, 2}\right\} \tag{5.20}
\end{equation*}
$$

where

$$
\begin{aligned}
& \tau_{\mathbf{x}, 1}=\min \left\{1, \overline{\mathbf{u}}_{i}-\underline{\mathbf{a}}_{i}, \overline{\mathbf{a}}_{i}-\underline{\mathbf{u}}_{i}: \overline{\mathbf{u}}_{i}>\underline{\mathbf{a}}_{i}, \overline{\mathbf{a}}_{i}>\underline{\mathbf{u}}_{i}, i \in[n]\right\}, \\
& \tau_{\mathbf{x}, 2}=\min \left\{1,\left|\underline{\mathbf{a}}_{i}-\overline{\mathbf{a}}_{i}\right| / 2: \underline{\mathbf{a}}_{i} \neq \overline{\mathbf{a}}_{i}, i \in[n]\right\} .
\end{aligned}
$$

- Case 2: Let $f$ be defined as in (5.19) with $\underline{\mathbf{a}} \geq \mathbf{0}, \overline{\mathbf{a}} \leq \mathbf{0}, \underline{\mathbf{b}} \geq \mathbf{0}, \overline{\mathbf{b}} \leq \mathbf{0}, \tilde{\mathcal{X}}=\{\mathbf{x} \in$ $\left.\mathbb{R}^{n}: \underline{\mathbf{u}} \leq \mathbf{x} \leq \overline{\mathbf{u}}\right\}$ and $\overline{\mathcal{X}}$ be

$$
\overline{\mathcal{X}}=\left\{\mathbf{x}:\|\mathbf{x}\|_{2} \leq \delta\right\} \quad \text { or } \quad \overline{\mathcal{X}}=\left\{\mathbf{x}:\|\mathbf{x}\|_{1} \leq \delta\right\}
$$

with $\delta>0$. Then Assumption 5.1-(i) also holds with $\sigma$ and $\tau$ in (5.20).

- Case 3: Let $\tilde{\mathcal{X}}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \underline{\mathbf{u}} \leq \mathbf{x} \leq \overline{\mathbf{u}}\right\}, \overline{\mathcal{X}}=\{\mathbf{x}: \boldsymbol{A} \mathbf{x} \leq \mathbf{c}\}$ with $\boldsymbol{A} \in \mathbb{R}_{+}^{r_{1} \times n}$, $\mathbf{c} \in \mathbb{R}^{r_{1}}$ and $f$ be specialized to

$$
f(\mathbf{x}, \mathbf{y}):=c(\mathbf{x}, \mathbf{y})+\lambda_{1}\left\|(\mathbf{x}-\underline{\mathbf{a}})_{+}\right\|_{0}-\lambda_{2}\left\|(\mathbf{y}-\underline{\mathbf{b}})_{+}\right\|_{0}
$$

with $\underline{\mathbf{a}}_{i} \in\left[\underline{\mathbf{u}}_{i}, \overline{\mathbf{u}}_{i}\right)$ and $\underline{\mathbf{b}}_{j} \in\left[\underline{\mathbf{v}}_{j}, \overline{\mathbf{v}}_{j}\right)$ for $i \in[n]$ and $j \in[m]$. Then Assumption 5.1-(i) also holds with $\sigma=1$ and $\tau=\min \left\{1, \overline{\mathbf{u}}_{i}-\underline{\mathbf{a}}_{i}: \overline{\mathbf{u}}_{i}>\underline{\mathbf{a}}_{i}, i \in[n]\right\}$.

In particular, case 2 in Remark 5.1 indicates that problem (1.3) with $\mathcal{X}=\{\mathbf{x}$ : $\left.\underline{\mathbf{u}} \leq \mathbf{x} \leq \overline{\mathbf{u}},\|\mathbf{x}\|_{1} \leq 1\right\}$ and $\mathcal{Y}=\left\{\mathbf{y}: \underline{\mathbf{v}} \leq \mathbf{x} \leq \overline{\mathbf{v}},\|\mathbf{y}\|_{1} \leq 1\right\}$ satisfies Assumption 5.1, and the problems in case 3 satisfying Assumption 5.1 include

$$
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y}):=c(\mathbf{x}, \mathbf{y})+\lambda_{1}\left\|\mathbf{x}_{+}\right\|_{0}-\lambda_{2}\left\|\mathbf{y}_{+}\right\|_{0}
$$

with $\mathcal{X}=\left\{\mathbf{x}:\|\mathbf{x}\|_{\infty} \leq 1, \mathbf{e}^{\top} \mathbf{x} \leq 1\right\}$ and $\mathcal{Y}=\left\{\mathbf{y}:\|\mathbf{y}\|_{\infty} \leq 1, \mathbf{e}^{\top} \mathbf{y} \leq 1\right\}$ as a special case. Moreover, (5.1) satisfying Assumption 5.1 is not limited to problem (5.19). For example, the following problem

$$
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f(\mathbf{x}, \mathbf{y}):=c(\mathbf{x}, \mathbf{y})+\lambda_{1}\left\|\mathbf{x}_{+}\right\|_{0}-\lambda_{2} \sum_{j \in[m]}\left(\left(\sin \left(4 \mathbf{y}_{j}\right)\right)_{+}\right)^{0}
$$

with $\mathcal{X}=\left\{\mathbf{x}:\|\mathbf{x}\|_{\infty} \leq 5\right\}$ and $\mathcal{Y}=\left\{\mathbf{y}:\|\mathbf{y}\|_{\infty} \leq 5\right\}$ also satisfies Assumption 5.1 with $\tau=\frac{1}{2}$ and $\sigma=1$.

### 5.1 Density function $\rho$ under Assumption 3.1

In this subsection, we will show that when problem (5.1) satisfies Assumption 5.1 and density function $\rho$ satisfies Assumption 3.1, Assumptions 4.1 and 4.2 hold for the continuous relaxation of (5.1) formulated by (5.9). Moreover, we need assume that $\rho$ has an upper bound on its support set, i.e. there exists $\bar{\rho}>0$ such that

$$
\begin{equation*}
\rho(s) \leq \bar{\rho}, \quad \forall s \in(0, \alpha) . \tag{5.21}
\end{equation*}
$$

Here, the density function $\rho$ in Example 3.1 with $p=1$ satisfies this condition with $\bar{\rho}=1$. In this situation, $r(\cdot, \mu)$ is Lipschitz continuous on $\mathbb{R}$, which implies $f^{R}(\cdot, \cdot, \mu)$ is Lipschitz continuous on $\mathbb{R}^{n} \times \mathbb{R}^{m}$ for any fixed $\mu>0$. Moreover, when the density function $\rho$ is as in Example 3.1 with $p=1$, we will give more discussion on the weak-d stationary points of (5.9) and its smoothing version in (4.27).

### 5.1.1 Relations on saddle points and minimax points

From the boundedness of $\mathcal{X}$ and $\mathcal{Y}$, there exists a positive constant $L_{c, 1}$ such that for all $\mathbf{x} \in \mathcal{X}$ and $\mathbf{y} \in \mathcal{Y}$, it holds

$$
\begin{equation*}
\left\|\partial_{\mathbf{x}} c(\mathbf{x}, \mathbf{y})\right\|_{\infty} \leq L_{c, 1} \quad \text { and } \quad\left\|\partial_{\mathbf{y}} c(\mathbf{x}, \mathbf{y})\right\|_{\infty} \leq L_{c, 1} \tag{5.22}
\end{equation*}
$$

For a given $\mu \in \mathbb{R}_{++}$and $\overline{\mathbf{y}} \in \mathcal{Y}$, if $\mathbf{x}^{*}$ is a local solution of $\min _{\mathbf{x} \in \mathcal{X}} f^{R}(\mathbf{x}, \overline{\mathbf{y}}, \mu)$, then

$$
\begin{equation*}
\mathbf{0} \in \partial_{\mathbf{x}} f^{R}\left(\mathbf{x}^{*}, \overline{\mathbf{y}}, \mu\right)+N_{\mathcal{X}}\left(\mathbf{x}^{*}\right) \tag{5.23}
\end{equation*}
$$

Similarly, for $\overline{\mathbf{x}} \in \mathcal{X}$, if $\mathbf{y}^{*}$ is a local solution of $\max _{\mathbf{y} \in \mathcal{Y}} f^{R}(\overline{\mathbf{x}}, \mathbf{y}, \mu)$, then

$$
\begin{equation*}
\mathbf{0} \in-\partial_{\mathbf{y}} f^{R}\left(\overline{\mathbf{x}}, \mathbf{y}^{*}, \mu\right)+N_{\mathcal{Y}}\left(\mathbf{y}^{*}\right) \tag{5.24}
\end{equation*}
$$

For $i \in[n]$ and $j \in[m]$, by [14, Proposition 2.3.9], we have

$$
\begin{align*}
& \partial_{\mathbf{x}_{i}} \phi_{i}^{R}\left(\mathbf{x}_{i}, \mu\right) \subseteq \tilde{\partial}_{\mathbf{x}_{i}} \phi_{i}^{R}\left(\mathbf{x}_{i}, \mu\right):=\sum_{l \in \mathcal{N}_{i}} \partial_{t} r(t, \mu)_{t=g_{l}\left(\mathbf{x}_{i}\right)} g_{l}^{\prime}\left(\mathbf{x}_{i}\right), \\
& \partial_{\mathbf{y}_{j}} \psi_{j}^{R}\left(\mathbf{y}_{j}, \mu\right) \subseteq \tilde{\partial}_{\mathbf{y}_{j}} \psi_{j}^{R}\left(\mathbf{y}_{j}, \mu\right):=\sum_{k \in \mathcal{M}_{j}} \partial_{t} r(t, \mu)_{t=h_{k}\left(\mathbf{y}_{j}\right)} h_{k}^{\prime}\left(\mathbf{y}_{j}\right) . \tag{5.25}
\end{align*}
$$

By [14, Corollary 2] and recalling (5.25), one has

$$
\begin{align*}
& \partial_{\mathbf{x}} f^{R}\left(\mathbf{x}^{*}, \overline{\mathbf{y}}, \mu\right) \subseteq \tilde{\partial}_{\mathbf{x}} f^{R}\left(\mathbf{x}^{*}, \overline{\mathbf{y}}, \mu\right):  \tag{5.26}\\
&\left.\partial_{\mathbf{y}} f^{R}\left(\overline{\mathbf{x}}, \mathbf{y}^{*}, \mu\right) \subseteq \partial_{\mathbf{x}} c\left(\mathbf{x}^{*}, \overline{\mathbf{y}}\right)+\lambda_{1} \sum_{i=1}^{n} \tilde{\partial}_{\mathbf{x}_{i}} \phi_{i}^{R}\left(\overline{\mathbf{x}}, \mathbf{x}_{i}^{*}, \mu\right) \mathbf{e}_{i}, \mu\right):=\partial_{\mathbf{y}} c\left(\overline{\mathbf{x}}, \mathbf{y}^{*}\right)-\lambda_{2} \sum_{j=1}^{m} \tilde{\partial}_{\mathbf{y}_{j}} \psi_{j}^{R}\left(\mathbf{y}_{j}^{*}, \mu\right) \mathbf{e}_{j} . \tag{5.27}
\end{align*}
$$

Combining (5.23) with (5.26), and (5.24) with (5.27), we obtain that

- if $\mathbf{x}^{*}$ is a local solution of $\min _{\mathbf{x} \in \mathcal{X}} f^{R}(\mathbf{x}, \overline{\mathbf{y}}, \mu)$, then

$$
\begin{equation*}
\mathbf{0} \in \tilde{\partial}_{\mathbf{x}} f^{R}\left(\mathbf{x}^{*}, \overline{\mathbf{y}}, \mu\right)+N_{\mathcal{X}}\left(\mathbf{x}^{*}\right) \tag{5.28}
\end{equation*}
$$

- if $\mathbf{y}^{*}$ is a local solution of $\max _{\mathbf{y} \in \mathcal{Y}} f^{R}(\overline{\mathbf{x}}, \mathbf{y}, \mu)$, then

$$
\begin{equation*}
\mathbf{0} \in-\tilde{\partial}_{\mathbf{y}} f^{R}\left(\overline{\mathbf{x}}, \mathbf{y}^{*}, \mu\right)+N_{\mathcal{Y}}\left(\mathbf{y}^{*}\right) \tag{5.29}
\end{equation*}
$$

If $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ is a local saddle point of (5.9), then (5.28) and (5.29) hold at $\overline{\mathbf{x}}=\mathrm{x}^{*}$ and $\overline{\mathbf{y}}=\mathbf{y}^{*}$.

In the rest of this paper, we denote $\lambda=\min \left\{\lambda_{1}, \lambda_{2}\right\}$ and set

$$
\begin{equation*}
\bar{\mu}_{1}=\min \left\{\frac{\tau}{\alpha}, \frac{\lambda \sigma \underline{\rho}}{L_{c, 1}}\right\} \tag{5.30}
\end{equation*}
$$

with $\tau, \sigma$ in Assumption 5.1, $\alpha$ in (3.1), $\underline{\rho}$ in Assumption 3.1, and $L_{c, 1}$ a constant satisfying the two inequalities in (5.22). Here, $0<\mu<\bar{\mu}_{1} \leq \tau / \alpha$ gives $\mu \alpha<\tau$, which together with (3.4) implies

$$
\begin{aligned}
& \text { if } g_{l}\left(\mathbf{x}_{i}\right) \notin(0, \tau) \text {, then } r\left(g_{l}\left(\mathbf{x}_{i}\right), \mu\right)=\left(g_{l}\left(\mathbf{x}_{i}\right)_{+}\right)^{0}, \forall l \in \mathcal{N}_{i}, i \in[n] \text {; } \\
& \text { if } h_{k}\left(\mathbf{y}_{j}\right) \notin(0, \tau) \text {, then } r\left(h_{k}\left(\mathbf{y}_{j}\right), \mu\right)=\left(h_{k}\left(\mathbf{y}_{j}\right)_{+}\right)^{0}, \forall k \in \mathcal{M}_{j}, j \in[m] .
\end{aligned}
$$

Next, we will derive the lower bounds in (4.1) and (4.2) based on (5.28) and (5.29), respectively.

Proposition 5.1. Suppose problem (5.1) satisfies Assumption 5.1. When density function $\rho$ satisfies Assumption 3.1 and $0<\mu<\bar{\mu}_{1}$ with $\bar{\mu}_{1}$ defined in (5.30), then the continuous relaxation model in (5.9) owns the following properties:
if (5.28) holds at $\left(\mathbf{x}^{*}, \overline{\mathbf{y}}\right) \in \mathcal{X} \times \mathcal{Y}$, then $g_{l}\left(\mathbf{x}_{i}^{*}\right) \notin(0, \alpha \mu), \forall l \in \mathcal{N}_{i}, i \in[n]$, (5.31) if (5.29) holds at $\left(\overline{\mathbf{x}}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$, then $h_{k}\left(\mathbf{y}_{j}^{*}\right) \notin(0, \alpha \mu), \forall k \in \mathcal{M}_{j}, j \in[m]$. (5.32)

Proof. We argue the above statements by contradiction.
If there exist $\tilde{i} \in[n]$ and $\tilde{l} \in \mathcal{N}_{\tilde{i}}$ such that $0<g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right)<\alpha \mu$, by $\alpha \mu<\alpha \bar{\mu}_{1} \leq \tau$, Assumption 5.1, (5.25) and (5.26), we obtain $\mathbf{x}_{\tilde{i}}^{*} \in \operatorname{int}\left(\tilde{\mathcal{X}}_{\tilde{i}}\right)$, and

$$
\left[\tilde{\partial}_{\mathbf{x}} f^{R}\left(\mathbf{x}^{*}, \overline{\mathbf{y}}, \mu\right)\right]_{\tilde{i}}=\left[\partial_{\mathbf{x}} c\left(\mathbf{x}^{*}, \overline{\mathbf{y}}\right)\right]_{\tilde{i}}+\lambda_{1} \partial_{\mathbf{x}_{\bar{i}}} r\left(g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right), \mu\right)
$$

From Assumption 5.1-(i), (5.16), (5.17) and (5.28), we further have that

$$
\begin{equation*}
\lambda_{1} \sigma \underline{\rho} / \mu \leq L_{c, 1} \tag{5.33}
\end{equation*}
$$

which contradicts $\mu<\bar{\mu}_{1} \leq \lambda_{1} \sigma \underline{\rho} / L_{c, 1}$. Thus, (5.31) holds. Similar analysis can be derived to (5.32).

Thus, under the conditions in Proposition 5.1, Assumption 4.1 holds naturally for any $\mu \in\left(0, \bar{\mu}_{1}\right)$ with $\bar{\mu}_{1}$ defined in (5.30). In what follows, we will verify Assumption 4.2 in this situation.

Proposition 5.2. Suppose problem (5.1) satisfies Assumption 5.1. Then Assumption 4.2 holds for (5.9) when density function $\rho$ satisfies Assumption 3.1 and $0<\mu<\bar{\mu}_{1}$ with $\bar{\mu}_{1}$ in (5.30). Moreover, all global minimax points of (5.9) satisfy the lower bounds in (4.1) and (4.2).

Proof. For $\overline{\mathbf{x}} \in \mathcal{X}$, if $\mathbf{y}^{*}$ is a global maximizer of $f^{R}(\overline{\mathbf{x}}, \mathbf{y}, \mu)$ on $\mathcal{Y}$, then (5.29) holds. By Proposition 5.1, we have $h_{k}\left(\mathbf{y}_{j}^{*}\right) \notin(0, \alpha \mu), \forall k \in \mathcal{M}_{j}, j \in[m]$, which means Assumption 4.2-(ii) holds. Now we prove Assumption 4.2-(i) holds. Denote

$$
f_{1}^{R}(\mathbf{x}, \mathbf{y}, \mu):=c(\mathbf{x}, \mathbf{y})-\lambda_{2} \sum_{j \in[m]} \psi_{j}^{R}\left(\mathbf{y}_{j}, \mu\right), \quad \vartheta(\mathbf{x}, \mu):=\max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f_{1}^{R}\left(\mathbf{x}, \mathbf{y}^{\prime}, \mu\right)
$$

For an $\mathbf{x} \in \mathcal{X}$, let $\mathbf{y}_{\mathbf{x}}$ be a maximizer of $f_{1}^{R}(\mathbf{x}, \mathbf{y}, \mu)$ on $\mathcal{Y}$, then it is also a maximizer of $f^{R}(\mathbf{x}, \mathbf{y}, \mu)$ on $\mathcal{Y}$. For any $\tilde{\mathbf{x}}, \hat{\mathbf{x}} \in \mathcal{X}$, if $\vartheta(\tilde{\mathbf{x}}, \mu) \geq \vartheta(\hat{\mathbf{x}}, \mu)$, then

$$
\vartheta(\tilde{\mathbf{x}}, \mu)-\vartheta(\hat{\mathbf{x}}, \mu) \leq f_{1}^{R}\left(\tilde{\mathbf{x}}, \mathbf{y}_{\tilde{\mathbf{x}}}, \mu\right)-f_{1}^{R}\left(\hat{\mathbf{x}}, \mathbf{y}_{\tilde{\mathbf{x}}}, \mu\right) \leq L_{c, 1}\|\tilde{\mathbf{x}}-\hat{\mathbf{x}}\|
$$

Similarly, if $\vartheta(\tilde{\mathbf{x}}, \mu)<\vartheta(\hat{\mathbf{x}}, \mu)$,

$$
\vartheta(\hat{\mathbf{x}}, \mu)-\vartheta(\tilde{\mathbf{x}}, \mu) \leq f_{1}^{R}\left(\hat{\mathbf{x}}, \mathbf{y}_{\hat{\mathbf{x}}}, \mu\right)-f_{1}^{R}\left(\tilde{\mathbf{x}}, \mathbf{y}_{\hat{\mathbf{x}}}, \mu\right) \leq L_{c, 1}\|\tilde{\mathbf{x}}-\hat{\mathbf{x}}\|
$$

Thus, $\vartheta(\cdot, \mu)$ is Lipschitz continuous on $\mathcal{X}$ with constant $L_{c, 1}$.

Let $\mathbf{x}^{*}$ be a global minimizer of $\vartheta(\mathbf{x}, \mu)+\lambda_{1} \sum_{i \in[n]} \phi_{i}^{R}\left(\mathbf{x}_{i}, \mu\right)=$ $\max _{\mathbf{y}^{\prime} \in \mathcal{Y}} f^{R}\left(\mathbf{x}, \mathbf{y}^{\prime}, \mu\right)$ on $\mathcal{X}$. The first order necessary optimality condition gives

$$
\begin{equation*}
0 \in\left[\partial_{\mathbf{x}} \vartheta\left(\mathbf{x}^{*}, \mu\right)\right]_{i}+\lambda_{1} \partial_{\mathbf{x}_{i}} \phi_{i}^{R}\left(\mathbf{x}_{i}^{*}, \mu\right)+\left[N_{\mathcal{X}}\left(\mathbf{x}^{*}\right)\right]_{i}, \quad \forall i \in[n] . \tag{5.34}
\end{equation*}
$$

Assume there exist $\tilde{i} \in[n]$ and $\hat{l} \in \mathcal{N}_{\tilde{i}}$ such that $0<g_{\hat{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right)<\alpha \mu$. Similar to the derivation in Proposition 5.1, we also obtain (5.33) and a contradiction to the value of $\mu$. Thus, for all $i \in[n]$ and $l \in \mathcal{N}_{i}, g_{l}\left(\mathbf{x}_{i}^{*}\right) \notin(0, \alpha \mu)$, which together with the above analysis gives that any gloabl minimax point of (5.9) satisfies the lower bounds in (4.1) and (4.2). Hence Assumption 4.2-(i) holds.

Similar to the proof of Proposition 5.2, we can show that all local minimax points of (5.9) satisfy the lower bounds in (4.1) and (4.2). Moreover, similar to the proof of Theorem 4.2, we can have the relation on the local minimax points between problems (5.1) and (5.9). Combining this with the above discussion, we conclude the relations on (5.1) and (5.9) in the following theorem.
Theorem 5.1. Suppose problem (5.1) satisfies Assumption 5.1, density function $\rho$ satisfies Assumption 3.1 and $0<\mu<\bar{\mu}_{1}$ with $\bar{\mu}_{1}$ defined in (5.30), then the following statements hold:
(i) $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a saddle point (global minimax point) of problem (5.1) if and only if it is a saddle point (global minimax point) of (5.9);
(ii) $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is an $\alpha \mu$-strong local saddle point of (5.1), if it is a local saddle point of problem (5.9);
(iii) $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a local minimax point of (5.1), if it is a local minimax point of problem (5.9).

### 5.1.2 Stationary points of (5.9) with $\rho$ in Example 3.1 with $p=1$

In this subsection, we focus on the relations of (5.1) and (5.9) when the density function $\rho$ is defined as in Example 3.1 with $p=1$, which makes the corresponding function $r$ satisfy Assumption 3.1 with $\alpha=\rho=1$ and (5.21) with $\bar{\rho}=1$. Theorem 5.1 has established the relations on the (local) saddle points and global minimax points between problems (5.1) and (5.9). In this subsection, we suppose problem (5.1) satisfies Assumption 5.1, and functions $g_{l}, h_{k}$ in (5.1) are convex for all $l \in \mathcal{N}_{i}, i \in[n]$ and $k \in \mathcal{M}_{j}, j \in[m]$. We will study the relations on a class of stationary points of (5.9) with the $\mu$-strong local saddle points of (5.1) in what follows.

For a locally Lipschitz continuous function $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$, the generalized (Clarke) directional derivative [14] of $\varphi$ at point $\mathbf{x}$ in direction $\mathbf{v}$ is well-defined, i.e.

$$
\varphi^{\circ}(\mathbf{x}, \mathbf{v})=\limsup _{\mathbf{z} \rightarrow \mathbf{x}, t \downarrow 0} \frac{\varphi(\mathbf{z}+t \mathbf{v})-\varphi(\mathbf{z})}{t}
$$

Function $\varphi$ is said to be Bouligand-differentiable (B-differentiable) at $\mathbf{x}$, if $\varphi$ is locally Lipschitz continuous around $\mathbf{x}$ and directionally differentiable at $\mathbf{x}$, i.e. for any $\mathbf{v} \in \mathbb{R}^{n}$,

$$
\varphi^{\prime}(\mathbf{x}, \mathbf{v})=\limsup _{t \downarrow 0} \frac{\varphi(\mathbf{x}+t \mathbf{v})-\varphi(\mathbf{x})}{t} \quad \text { exists. }
$$

It is well-known that $\varphi^{\circ}(\mathbf{x}, \mathbf{v}) \geq \varphi^{\prime}(\mathbf{x}, \mathbf{v})$ in general and these two directional derivatives are the same if function $\varphi$ is (Clarke) regular [14]. However, most nonconvex functions are not regular and a nonsmooth nonconvex function is not always directionally differentiable. Notice that convex functions and differentiable functions are directionally differentiable, then a DC (difference-of-convex) function is directionally differentiable [44], where we call function $\varphi$ a DC function, if it can be formulated by the difference of two convex functions. This promotes some kinds of stationary points for the DC programming [39], such as the d(irectional)-stationary point and the weak d-stationary point, both of which are generally stronger than the Clarke stationary point.

Note that $r(t, \mu)$ in Example 3.1 with $p=1$ can be expressed by the following DC function

$$
\begin{equation*}
r(t, \mu)=t_{+} / \mu-(t-\mu)_{+} / \mu \tag{5.35}
\end{equation*}
$$

From the definitions of $\phi_{i}^{R}$ and $\psi_{j}^{R}$ in (5.8), the objective function in (5.9) has the formulation of

$$
\begin{align*}
& f^{R}(\mathbf{x}, \mathbf{y}, \mu)=c(\mathbf{x}, \mathbf{y})+\lambda_{1} \sum_{i \in[n]} \sum_{l \in \mathcal{N}_{i}}\left(g_{l}\left(\mathbf{x}_{i}\right)_{+} / \mu-\left(g_{l}\left(\mathbf{x}_{i}\right)-\mu\right)_{+} / \mu\right) \\
&-\lambda_{2} \sum_{j \in[m]} \sum_{k \in \mathcal{M}_{j}}\left(h_{k}\left(\mathbf{y}_{j}\right)_{+} / \mu-\left(h_{k}\left(\mathbf{y}_{j}\right)-\mu\right)_{+} / \mu\right) . \tag{5.36}
\end{align*}
$$

For fixed $\mathbf{x}^{*} \in \mathcal{X}, \mathbf{y}^{*} \in \mathcal{Y}$ and $\mu \in \mathbb{R}_{++}$, denote

$$
f_{\mathbf{y}^{*}, \mu}^{R}(\mathbf{x}) \triangleq f^{R}\left(\mathbf{x}, \mathbf{y}^{*}, \mu\right), \quad f_{\mathbf{x}^{*}, \mu}^{R}(\mathbf{y}) \triangleq f^{R}\left(\mathbf{x}^{*}, \mathbf{y}, \mu\right)
$$

and consider the following two optimization problems

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} f_{\mathbf{y}^{*}, \mu}^{R}(\mathbf{x}) \quad \text { and } \quad \max _{\mathbf{y} \in \mathcal{Y}} f_{\mathbf{x}^{*}, \mu}^{R}(\mathbf{y}) \tag{5.37}
\end{equation*}
$$

By (5.36) and the convexity-concavity of $c$, the two objective functions in (5.37) are DC functions with respect to $\mathbf{x}$ and $\mathbf{y}$, and then they are B-differentiable on $\mathcal{X}$ and $\mathcal{Y}$, respectively. For the sake of completeness, we recall the definition of d-stationary point in DC programming. We call $\mathbf{x}^{*} \in \mathcal{X}$ a d-stationary point [17, Definition 6.1.1] of the minimization problem in (5.37), if

$$
\begin{equation*}
\left(f_{\mathbf{y}^{*}, \mu}^{R}\right)^{\prime}\left(\mathbf{x}^{*} ; \mathbf{x}-\mathbf{x}^{*}\right) \geq 0, \quad \forall \mathbf{x} \in \mathcal{X}, \tag{5.38}
\end{equation*}
$$

which is a necessary optimality condition to the minimization program in (5.37).

Define

$$
\begin{gathered}
\varpi_{1}(t)=t, \quad \varpi_{2}(t)=0, \quad \varpi(t)=\max \left\{\varpi_{1}(t), \varpi_{2}(t)\right\} \\
\text { and } \quad \mathcal{D}(t)=\left\{d \in\{1,2\}: \varpi(t)=\varpi_{d}(t)\right\} .
\end{gathered}
$$

It is clear that

$$
\varpi_{1}^{\prime}(t)=1, \varpi_{2}^{\prime}(t)=0 \text { and } \partial \varpi(t)= \begin{cases}1 & \text { if } t>0 \\ {[0,1]} & \text { if } t=0 \\ 0 & \text { if } t<0\end{cases}
$$

(5.38) is equivalent to that, for any $q_{l}^{*} \in \mathcal{D}\left(g_{l}\left(\mathbf{x}_{i}^{*}\right)-\mu\right)$, it holds

$$
\begin{equation*}
\frac{\lambda_{1}}{\mu} \sum_{i \in[n]} \sum_{l \in \mathcal{N}_{i}} \varpi_{q_{l}^{*}}^{\prime}(t)_{t=g_{l}\left(\mathbf{x}_{i}^{*}\right)-\mu} g_{l}^{\prime}\left(\mathbf{x}_{i}^{*}\right) \mathbf{e}_{i} \in \partial_{\mathbf{x}} c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)+\frac{\lambda_{1}}{\mu} \partial\left(\sum_{i \in[n]} \sum_{l \in \mathcal{N}_{i}} \varpi\left(g_{l}\left(\mathbf{x}_{i}^{*}\right)\right)\right)+N_{\mathcal{X}}\left(\mathbf{x}^{*}\right) \tag{5.39}
\end{equation*}
$$

in which by [14, Proposition 2.3.10],

$$
\partial\left(\sum_{i \in[n]} \sum_{l \in \mathcal{N}_{i}} \varpi\left(g_{l}\left(\mathbf{x}_{i}^{*}\right)\right)\right)=\sum_{i \in[n]} \sum_{l \in \mathcal{N}_{i}} \partial \varpi(t)_{t=g_{l}\left(\mathbf{x}_{i}^{*}\right)} g_{l}^{\prime}\left(\mathbf{x}_{i}^{*}\right) \mathbf{e}_{i} .
$$

Similarly, we call $\mathbf{y}^{*} \in \mathcal{Y}$ a d-stationary point of the maximization problem in (5.37), if

$$
\left(f_{\mathbf{x}^{*}, \mu}^{R}\right)^{\prime}\left(\mathbf{y}^{*} ; \mathbf{y}-\mathbf{y}^{*}\right) \leq 0, \quad \forall \mathbf{y} \in \mathcal{Y}
$$

which is equivalent to that for any $p_{k}^{*} \in \mathcal{D}\left(h_{k}\left(\mathbf{y}_{j}^{*}\right)-\mu\right)$, it holds

$$
\begin{align*}
& \frac{\lambda_{2}}{\mu} \sum_{j \in[m]} \sum_{k \in \mathcal{M}_{j}} \varpi_{p_{k}^{*}}^{\prime}(t)_{t=h_{k}\left(\mathbf{y}_{j}^{*}\right)-\mu} h_{k}^{\prime}\left(\mathbf{y}_{j}^{*}\right) \mathbf{e}_{j} \\
\in & -\partial_{\mathbf{y}} c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)+\frac{\lambda_{2}}{\mu} \partial\left(\sum_{j \in[m]} \sum_{k \in \mathcal{M}_{j}} \varpi\left(h_{k}\left(\mathbf{y}_{j}^{*}\right)\right)\right)+N_{\mathcal{Y}}\left(\mathbf{y}^{*}\right) . \tag{5.40}
\end{align*}
$$

Based on the above analysis, we introduce the following definitions to min-max problem (5.9).
Definition 5.1. $\operatorname{For}\left(\mathrm{x}^{*}, \mathrm{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$,

- if (5.39) and (5.40) hold for all $q_{l}^{*} \in \mathcal{D}\left(g_{l}\left(\mathbf{x}_{i}^{*}\right)-\mu\right)$ and $p_{k}^{*} \in \mathcal{D}\left(h_{k}\left(\mathbf{y}_{j}^{*}\right)-\mu\right)$ with $i \in[n], l \in \mathcal{N}_{i}$ and $j \in[m], k \in \mathcal{M}_{j}$, we call $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ a d-stationary point of min-max problem (5.9);
- if there exist a couple of sequences $q_{l}^{*} \in \mathcal{D}\left(g_{l}\left(\mathbf{x}_{i}^{*}\right)-\mu\right)$ and $p_{k}^{*} \in \mathcal{D}\left(h_{k}\left(\mathbf{y}_{j}^{*}\right)-\mu\right)$ for $i \in[n], l \in \mathcal{N}_{i}$ and $j \in[m], k \in \mathcal{M}_{j}$, such that (5.39) and (5.40) hold, we call ( $\mathbf{x}^{*}, \mathbf{y}^{*}$ ) a weak d-stationary point of min-max problem (5.9).
On one hand, if $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a local saddle point of problem (5.9), then it is a (weak) d-stationary point of (5.9). On the other hand, if $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ is a weak d-stationary point of (5.9), then it satisfies (5.28) and (5.29).

Proposition 5.3. Let density function $\rho$ be defined as in Example 3.1 with $p=1$ and $0<\mu<\bar{\mu}_{1}$ with $\bar{\mu}_{1}$ defined in (5.30). If $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a weak d-stationary point of (5.9), then the following statements hold.
(i) $g_{l}\left(\mathbf{x}_{i}^{*}\right) \notin(0, \mu), \forall l \in \mathcal{N}_{i}, i \in[n]$ and $h_{k}\left(\mathbf{y}_{j}^{*}\right) \notin(0, \mu), \forall k \in \mathcal{M}_{j}, j \in[m]$;
(ii) if $g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right)=\mu$ for some $\tilde{i} \in[n]$ and $\tilde{l} \in \mathcal{N}_{\tilde{i}}$, then the $q_{\tilde{l}}^{*} \in \mathcal{D}\left(g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right)-\mu\right)$ satisfying (5.39) is unique and $q_{\vec{l}}^{*}=1$;
(iii) if $h_{\tilde{k}}\left(\mathbf{y}_{\tilde{j}}^{*}\right)=\mu$ for some $\tilde{j} \in[m]$ and $\tilde{k} \in \mathcal{M}_{\tilde{j}}$, then the $p_{\tilde{k}}^{*} \in \mathcal{D}\left(h_{\tilde{k}}\left(\mathbf{y}_{\tilde{j}}^{*}\right)-\mu\right)$ satisfying (5.40) is unique and $p_{\tilde{k}}^{*}=1$.
Proof. From Proposition 5.1, (i) holds naturally. Next, we argue (ii) by contradiction and (iii) can be proved similarly. For item (ii), suppose there exist $\tilde{i} \in[n]$ and $\tilde{l} \in \mathcal{N}_{\tilde{i}}$ such that $g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right)=\mu$ and (5.39) holds with $q_{\tilde{l}}^{*}=2$. For any $l \in \mathcal{N}_{\tilde{i}}$ and $l \neq \tilde{l}$, by Assumption 5.1 and $\mu<\bar{\mu}_{1} \leq \tau$, we have $\mathbf{x}_{\tilde{i}}^{*} \in \operatorname{int}\left(\tilde{\mathcal{X}}_{\tilde{i}}\right)$ and $g_{l}\left(\mathbf{x}_{\tilde{i}}^{*}\right) \notin[0, \tau]$, which implies $q_{l}^{*} \in \mathcal{D}\left(g_{l}\left(\mathbf{x}_{\tilde{i}}^{*}\right)-\mu\right)$ is unique and $\varpi_{q_{l}^{*}}^{\prime}(t)_{t=g_{l}\left(\mathbf{x}_{\hat{i}}^{*}\right)-\mu}=\varpi^{\prime}(t)_{t=g_{l}\left(\mathbf{x}_{\hat{i}}^{*}\right)}$. Then, (5.39) gives

$$
\begin{equation*}
0 \in\left[\partial_{\mathbf{x}} c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)\right]_{\tilde{i}}+\frac{\lambda_{1}}{\mu} g_{\tilde{l}}^{\prime}\left(\mathbf{x}_{\tilde{i}}^{*}\right)+\left[N_{\mathcal{X}}\left(\mathbf{x}^{*}\right)\right]_{\tilde{i}} \tag{5.41}
\end{equation*}
$$

Using Assumption 5.1, (5.7) and (5.17), we confirm that $\frac{\lambda_{1} \sigma}{\mu} \leq L_{c, 1}$, which contradicts to the supposition on the value of $\mu$ and gives the result in (ii).

For $t \in \mathbb{R}$, denote $\mathcal{A}_{i}^{0}(t)=\left\{l \in \mathcal{N}_{i}: g_{l}(t)=0\right\}$ and $\mathcal{B}_{j}^{0}(t)=\left\{k \in \mathcal{M}_{j}: h_{k}(t)=0\right\}$. For given $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ and $\mu \in \mathbb{R}_{++}$, consider the following two functions

$$
\begin{gather*}
W_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}(\mathbf{x})=c\left(\mathbf{x}, \mathbf{y}^{*}\right)+\frac{\lambda_{1}}{\mu} \sum_{i=1}^{n} \sum_{l \in \mathcal{A}_{i}^{0}\left(\mathbf{x}_{i}^{*}\right)} g_{l}\left(\mathbf{x}_{i}\right)_{+}  \tag{5.42}\\
V_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}(\mathbf{y})=-c\left(\mathbf{x}^{*}, \mathbf{y}\right)+\frac{\lambda_{2}}{\mu} \sum_{j=1}^{m} \sum_{k \in \mathcal{B}_{j}^{0}\left(\mathbf{y}_{j}^{*}\right)} h_{k}\left(\mathbf{y}_{j}\right)_{+} . \tag{5.43}
\end{gather*}
$$

If $g_{l}$ is convex for any $l \in[\hat{n}]$, by the convexity of $c\left(\cdot, \mathbf{y}^{*}\right)$, function $W_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}$ is convex on $\mathcal{X}$, which gives that $\mathbf{x}^{*}$ is a minimizer of $W_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}$ on $\mathcal{X}$ if and only if

$$
\begin{align*}
0 & \in \partial W_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}\left(\mathbf{x}^{*}\right)+N_{\mathcal{X}}\left(\mathbf{x}^{*}\right) \\
& =\partial_{\mathbf{x}} c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)+\frac{\lambda_{1}}{\mu} \sum_{i=1}^{n}\left(\sum_{l \in \mathcal{A}_{i}^{0}\left(\mathbf{x}_{i}^{*}\right)}[0,1] g_{l}^{\prime}\left(\mathbf{x}_{i}^{*}\right)\right) \mathbf{e}_{i}+N_{\mathcal{X}}\left(\mathbf{x}^{*}\right) \tag{5.44}
\end{align*}
$$

Similarly, if $h_{k}$ is convex for any $k \in[\hat{m}], V_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}$ is convex on $\mathcal{Y}$ and $\mathbf{y}^{*} \in \mathcal{Y}$ is a minimizer of $V_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}$ on $\mathcal{Y}$ if and only if

$$
0 \in \partial V_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}\left(\mathbf{y}^{*}\right)+N_{\mathcal{Y}}\left(\mathbf{y}^{*}\right)
$$

In what follows, we will verify that all weak d-stationary points of (5.9) are $\mu$-strong local saddle points of (5.1).
Theorem 5.2. Under conditions of Proposition 5.3, if $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ is a weak $d$-stationary point of (5.9), then it is a $\mu$-strong local saddle point of problem (5.1).

Proof. Since $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a weak d-stationary point of (5.9), putting forward the results in Proposition 5.3 to (5.39), we have (5.44), which means that $\mathbf{x}^{*}$ is a global minimizer of $W_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}$ on $\mathcal{X}$, i.e.

$$
\begin{equation*}
c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq c\left(\mathbf{x}, \mathbf{y}^{*}\right)+\frac{\lambda_{1}}{\mu} \sum_{i=1}^{n} \sum_{l \in \mathcal{A}_{i}^{0}\left(\mathbf{x}_{i}^{*}\right)} g_{l}\left(\mathbf{x}_{i}\right)_{+}, \quad \forall \mathbf{x} \in \mathcal{X} \tag{5.45}
\end{equation*}
$$

Then, (5.45) means that for any $\mathbf{x} \in\left\{\mathbf{x} \in \mathcal{X}: g_{l}\left(\mathbf{x}_{i}\right) \leq 0\right.$ if $g_{l}\left(\mathbf{x}_{i}^{*}\right) \leq$ 0 for $l \in \mathcal{N}_{i}$ and $\left.i \in[n]\right\}$, it holds $c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \leq c\left(\mathbf{x}, \mathbf{y}^{*}\right)$. Similarly, Proposition 5.3 together with (5.43) implies that $\mathbf{y}^{*}$ is a global minimizer of $V_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}$ on $\mathcal{Y}$ and we further have that $\mathbf{y}^{*}$ is a maximizer of $c\left(\mathbf{x}^{*}, \cdot\right)$ on $\left\{\mathbf{y} \in \mathcal{Y}: h_{k}(\mathbf{y}) \leq 0\right.$ if $h_{k}\left(\mathbf{y}_{j}^{*}\right) \leq$ 0 for $k \in \mathcal{M}_{j}$ and $\left.j \in[m]\right\}$. Thus, from Theorem 2.1 and recalling Proposition 5.3-(i), ( $\mathbf{x}^{*}, \mathbf{y}^{*}$ ) is a $\mu$-strong local saddle point of (5.1).

Remark 5.2. Following the proof of Proposition 5.3, when $0<\mu<\bar{\mu}_{1}$, if $\mathbf{x}^{*}$ and $\mathbf{y}^{*}$ satisfy

$$
\mathbf{x}^{*} \in \arg \min _{\mathbf{x} \in \mathcal{X}} W_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}(\mathbf{x}) \quad \text { and } \quad \mathbf{y}^{*} \in \arg \min _{\mathbf{y} \in \mathcal{Y}} V_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}(\mathbf{y})
$$

then $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a $\mu$-strong local saddle point of (5.1).
By [33, Proposition 17], any local saddle point is a local minimax point. Then, by Theorem 5.2, any weak d-stationary point of problem (5.9) is also a local minimax point of problem (5.1).

Since the continuous relaxation functions to the cardinality functions in (5.9) are DC functions and variable separated, the proximal operator of its subtracted convex function can be calculated directly in most cases. Moreover, to solve problem (5.9) with a nonsmooth function $c$ efficiently, we can use a smoothing approximation of (5.9) as follows

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f^{R}(\mathbf{x}, \mathbf{y}, \mu, \varepsilon):=\tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)+\lambda_{1} \sum_{i=1}^{n} \phi_{i}^{R}\left(\mathbf{x}_{i}, \mu\right)-\lambda_{2} \sum_{j=1}^{m} \psi_{j}^{R}\left(\mathbf{y}_{j}, \mu\right) \tag{5.46}
\end{equation*}
$$

where $\tilde{c}$ is a smoothing function of $c$ defined by (4.26). Similar to the expression in (5.36) and by Proposition 4.2-(ii), for fixed $\mu>0$ and $\varepsilon>0, \tilde{f}^{R}(\mathbf{x}, \mathbf{y}, \mu, \varepsilon)$ in (5.46) is a DC function with respect to $\mathbf{x}$ and $\mathbf{y}$, respectively. Thus, the d-stationary point and weak d-stationary point to (5.46) can be defined according to Definition 5.1. By using the gradient consistency (4.23)-(4.24), we have the following result.
Proposition 5.4. Let $\tilde{c}: \mathbb{R}^{n} \times \mathbb{R}^{m} \times(0,1] \rightarrow \mathbb{R}$ be defined as in (4.26). If $\left\{\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)\right\}$ is a sequence of weak d-stationary points of (5.46) with $\varepsilon:=\varepsilon_{k} \downarrow 0$, then any accumulation point of $\left\{\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)\right\}$ is a weak d-stationary point of (5.9).

### 5.2 Density function $\rho$ under Assumption 3.2

Section 5.1 focuses on the study of (5.1) with a density function $\rho$ satisfying Assumption 3.1. From Table 1, we find that the other three density functions satisfy Assumption 3.2 and the corresponding continuous relaxation function $r(\cdot, \mu)$ owns the continuous differentiability on $\mathbb{R}_{++}$, which may bring some convenience to its
algorithm research when $c$ is smooth. Thus, in this subsection, we pay attention to the results of the continuous relaxation to (5.1) with density function $\rho$ satisfying Assumption 3.2 and consider (5.1) under the following conditions:
(i) functions $c, g_{l}, l \in[\hat{n}]$ and $h_{k}, k \in[\hat{m}]$ are Lipschitz continuously differentiable;
(ii) the feasible regions are defined by the box constraints, i.e.

$$
\mathcal{X}:=\tilde{\mathcal{X}}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \underline{\mathbf{u}} \leq \mathbf{x} \leq \overline{\mathbf{u}}\right\}, \quad \mathcal{Y}:=\tilde{\mathcal{Y}}=\left\{\mathbf{y} \in \mathbb{R}^{m}: \underline{\mathbf{v}} \leq \mathbf{y} \leq \overline{\mathbf{v}}\right\}
$$

where $\underline{\mathbf{u}}, \overline{\mathbf{u}}, \underline{\mathbf{v}}$ and $\overline{\mathbf{v}}$ are defined as in (5.4);
(iii) Assumption 5.1 holds, in which the conditions of (5.12) and (5.15) can be ignored;
(iv) under Assumption 3.2, there exist $\bar{\rho}_{2}>0$ and $\rho_{0}>0$ such that

$$
\begin{equation*}
\rho(s) \leq \bar{\rho}_{2}, \quad \forall s \in(0, \alpha) \quad \text { and } \quad \lim _{t \downarrow 0} \rho(t)=\rho_{0} \tag{5.47}
\end{equation*}
$$

In this case, (5.2) holds naturally and we will consider the second order necessary optimality condition of (5.1).

To proceed, we first introduce some notations on the existing parameters.

- By virtue of the Lipschitz continuous differentiability of $c$ on $\mathcal{X} \times \mathcal{Y}$, there exists $L_{c, 2}$ such that for any $\mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y}$, it holds

$$
\sup \left\{\left|H_{i i}\right|,\left|M_{j j}\right|: H \in \partial_{\mathbf{x x}}^{2} c(\mathbf{x}, \mathbf{y}), M \in \partial_{\mathbf{y y}}^{2} c(\mathbf{x}, \mathbf{y}), i \in[n], j \in[m]\right\} \leq L_{c, 2} .
$$

- Since $g_{l}: \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz continuous differentiable on $\mathcal{X}_{i}$ for $l \in \mathcal{N}_{i}$, and $\mathcal{X}_{i}$ is compact, there exists $L_{g, 2}$ such that

$$
\sup \left\{|\xi|: \xi \in \partial^{2} g_{l}\left(\mathbf{x}_{i}\right), \mathbf{x}_{i} \in \mathcal{X}_{i}, i \in[n], l \in \mathcal{N}_{i}\right\} \leq L_{g, 2}
$$

Similarly, there exists $L_{h, 2}$ such that

$$
\sup \left\{|\eta|: \eta \in \partial^{2} h_{k}\left(\mathbf{y}_{j}\right), \mathbf{y}_{j} \in \mathcal{Y}_{j}, j \in[m], k \in \mathcal{M}_{j}\right\} \leq L_{h, 2}
$$

- For $t \in \mathbb{R}, i \in[n], j \in[m]$ and $\delta>0$, denote

$$
\mathcal{A}_{\delta, i}^{+}(t)=\left\{l \in \mathcal{N}_{i}: 0<g_{l}(t)<\delta\right\}, \quad \mathcal{B}_{\delta, j}^{+}(t)=\left\{k \in \mathcal{M}_{j}: 0<h_{k}(t)<\delta\right\} .
$$

Proceed to the next step, and let

$$
\begin{equation*}
\bar{\mu}_{2}=\min \left\{\frac{\tau}{\alpha}, \frac{\lambda \sigma \underline{\rho}_{2}}{L_{c, 1}}, \frac{\lambda_{1} \check{\rho}_{2} \sigma^{2}}{\tau L_{c, 2} / \alpha+\lambda_{1} \bar{\rho}_{2} L_{g, 2}}, \frac{\lambda_{2} \check{\rho}_{2} \sigma^{2}}{\tau L_{c, 2} / \alpha+\lambda_{2} \bar{\rho}_{2} L_{h, 2}}\right\} \tag{5.48}
\end{equation*}
$$

with $\lambda=\min \left\{\lambda_{1}, \lambda_{2}\right\}$. In particular, when $g_{l}, h_{k}$ are linear functions and $c(\cdot, \cdot)$ is also linear with respect to $\mathbf{x}$ and $\mathbf{y}$, respectively, then $\bar{\mu}_{2}=\left\{\frac{\tau}{\alpha}, \frac{\lambda \sigma \underline{\rho}_{2}}{L_{c, 1}}\right\}$. If we further choose $\rho$ as in Example 3.3 or Example 3.4, then, $\bar{\mu}_{2}=\frac{\tau}{\alpha}$.

In what follows, suppose that $\rho$ satisfies Assumption 3.2 and $0<\mu<\bar{\mu}_{2}$ with $\bar{\mu}_{2}$ defined in (5.48). By the Lipschitz continuity of $\rho$ on $\mathbb{R}_{++}, r\left(g_{l}(t), \mu\right)$ is Lipschitz
continuous differentiable on $\left\{t: g_{l}(t)>0\right\}, \forall l \in[\hat{n}]$. When $g_{l}(t)>0$, by (3.9), the second order generalized derivative of $r\left(g_{l}(t), \mu\right)$ with respect to $t$ satisfies

$$
\begin{equation*}
\partial_{t t}^{2} r\left(g_{l}(t), \mu\right) \subseteq \tilde{\partial}_{t t}^{2} r\left(g_{l}(t), \mu\right):=\frac{\partial \rho(s)_{s=g_{l}(t) / \mu}}{\mu^{2}}\left(g_{l}^{\prime}(t)\right)^{2}+\frac{\rho\left(g_{l}(t) / \mu\right)}{\mu} \partial^{2} g_{l}(t) \tag{5.49}
\end{equation*}
$$

where $\rho\left(g_{l}(t) / \mu\right)=0$ if $g_{l}(t) \notin[0, \tau)$. Then, $\tilde{\partial}_{t t}^{2} r\left(g_{l}(t), \mu\right)=\{0\}$ when $g_{l}(t) \notin[0, \tau)$. Thus, if $\mathbf{x}^{*}$ is a local solution of $\min _{\mathbf{x} \in \mathcal{X}} f^{R}\left(\mathbf{x}, \mathbf{y}^{*}, \mu\right)$ and $\mathcal{A}_{\tau, i}^{+}\left(\mathbf{x}_{i}^{*}\right) \neq \emptyset$ for $i \in[n]$, by Assumption 5.1 and the second order necessary optimality condition [30], then

$$
\left\{\begin{array}{l}
\text { there exists a unique } \hat{l} \in \mathcal{N}_{i} \text { such that } 0<g_{\hat{l}}\left(\mathbf{x}_{i}^{*}\right)<\tau \text { and }  \tag{5.50}\\
\text { there exists a } \omega_{i} \in\left[\partial_{\mathbf{x x}}^{2} c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)\right]_{i i}+\lambda_{1} \tilde{\partial}_{t t}^{2} r\left(g_{\hat{l}}(t), \mu\right)_{t=\mathbf{x}_{i}^{*}} \text { such that } \omega_{i} \geq 0,
\end{array}\right.
$$

which implies $\mathbf{x}_{i}^{*} \in \operatorname{int}\left(\mathcal{X}_{i}\right)$. Similarly, if $\mathbf{y}^{*}$ is a local solution of $\max _{\mathbf{y} \in \mathcal{Y}} f^{R}\left(\mathbf{x}^{*}, \mathbf{y}, \mu\right)$ and $\mathcal{B}_{\tau, j}^{+}\left(\mathbf{y}_{j}^{*}\right) \neq \emptyset$ for $j \in[m]$, then
$\left\{\begin{array}{l}\text { there exists a unique } \hat{k} \in \mathcal{M}_{j} \text { such that } 0<h_{\hat{k}}\left(\mathbf{y}_{j}^{*}\right)<\tau \text { and } \\ \text { there exists a } \varpi_{j} \in-\left[\partial_{\mathbf{y y}}^{2} c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)\right]_{j j}+\lambda_{2} \tilde{\partial}_{t t}^{2} r\left(h_{\hat{k}}(t), \mu\right)_{t=\mathbf{y}_{j}^{*}} \text { such that } \varpi_{j} \geq 0 .\end{array}\right.$
Thus, inspired by the first and second order necessary optimality conditions to

$$
\begin{equation*}
\mathbf{x}^{*} \in \arg \min _{\mathbf{x} \in \mathcal{X}} f^{R}\left(\mathbf{x}, \mathbf{y}^{*}, \mu\right) \quad \text { and } \quad \mathbf{y}^{*} \in \arg \max _{\mathbf{y} \in \mathcal{Y}} f^{R}\left(\mathbf{x}^{*}, \mathbf{y}, \mu\right) \tag{5.52}
\end{equation*}
$$

we introduce the following definition.
Definition 5.2. We call $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y} a$ weak second order stationary point of problem (5.9), if

$$
\begin{equation*}
\mathbf{0} \in \tilde{\partial}_{\mathbf{x}} f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right)+N_{\mathcal{X}}\left(\mathbf{x}^{*}\right) \quad \text { and } \quad \mathbf{0} \in-\tilde{\partial}_{\mathbf{y}} f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right)+N_{\mathcal{Y}}\left(\mathbf{y}^{*}\right) \tag{5.53}
\end{equation*}
$$

where $\tilde{\partial}_{\mathbf{x}} f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right)$ and $\tilde{\partial}_{\mathbf{y}} f^{R}\left(\mathbf{x}^{*}, \mathbf{y}^{*}, \mu\right)$ are defined in (5.26) and (5.27), and for any $i \in[n]$ with $\mathcal{A}_{\tau, i}^{+}\left(\mathbf{x}_{i}^{*}\right) \neq \emptyset$ and $j \in[m]$ with $\mathcal{B}_{\tau, j}^{+}\left(\mathbf{y}_{j}^{*}\right) \neq \emptyset$, (5.50) and (5.51) hold, respectively.

It is clear that (5.53) and (5.50)-(5.51) are weaker than the general first and second order necessary optimality conditions to (5.9), respectively, so we call it "weak" stationary point.
Theorem 5.3. Suppose problem (5.1) satisfies Assumption 5.1, density function $\rho$ satisfies Assumption 3.2 and $0<\mu<\bar{\mu}_{2}$ with $\bar{\mu}_{2}$ defined in (5.48). Then, the following statements hold.
(i) If $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a weak second order stationary point of (5.9), then

$$
\begin{equation*}
g_{l}\left(\mathbf{x}_{i}^{*}\right) \notin(0, \alpha \mu), \forall l \in \mathcal{N}_{i}, i \in[n] ; \quad h_{k}\left(\mathbf{y}_{j}^{*}\right) \notin(0, \alpha \mu), \forall k \in \mathcal{M}_{j}, j \in[m] . \tag{5.54}
\end{equation*}
$$

(ii) $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a saddle point of problem (5.1) if and only if it is a saddle point of (5.9).
(iii) $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is an $\alpha \mu$-strong local saddle point of (5.1) if it is a local saddle point of (5.9).
(iv) When functions $g_{l}, h_{k}$ are convex for all $l \in[\hat{n}]$ and $k \in[\hat{m}],\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is an $\alpha \mu$ strong local saddle point of (5.1) if it is a weak second order stationary point of (5.9).

Proof. To prove (i), we argue the results in (5.54) by contradiction. Suppose there exist $\tilde{i} \in[n]$ and $\tilde{l} \in \mathcal{N}_{\tilde{i}}$ such that $0<g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right)<\alpha \mu$.

By Assumption 5.1, since $\alpha \mu<\tau$, then $\mathbf{x}_{\tilde{i}}^{*} \in \operatorname{int}\left(\mathcal{X}_{\tilde{i}}\right)$, and for any $l \in \mathcal{N}_{\tilde{i}}, l \neq \tilde{l}$, $g_{l}\left(\mathbf{x}_{\tilde{i}}^{*}\right) \notin[0, \tau]$, which together with (3.4) implies that

$$
\nabla_{t} r(t, \mu)_{t=g_{l}\left(\mathbf{x}_{i}^{*}\right)}=0 \quad \text { and } \quad \nabla_{t}^{2} r(t, \mu)_{t=g_{l}\left(\mathbf{x}_{i}^{*}\right)}=0 .
$$

Next, we obtain the contradiction to $0<g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right)<\alpha \mu$ from two cases.
Case 1: $\sup \left\{a: a \in \partial \rho\left(g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right) / \mu\right)\right\}>-\check{\rho}_{2}$. By Assumption 3.2, it means that $\rho\left(g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right) / \mu\right) \geq \underline{\rho}_{2}$. Similar to the discussion in Proposition 5.1, by $\mu<\bar{\mu}_{2} \leq$ $\lambda_{1} \sigma \underline{\rho_{2}} / L_{c, 1}$, it brings a contradiction.

Case 2: $\sup \left\{a: a \in \partial \rho\left(g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right) / \mu\right)\right\} \leq-\check{\rho}_{2}$. By (5.49) and (5.50), there exist $\xi_{\tilde{i}} \in$ $\left[\partial_{\mathbf{x x}}^{2} c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)\right]_{\tilde{i} \tilde{i}}, \eta_{\tilde{i}} \in \partial \rho(t)_{t=g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right) / \mu}$ and $\zeta_{\tilde{i}} \in \partial^{2} g_{\tilde{l}}(t)_{t=\mathbf{x}_{\tilde{i}^{*}}}$ such that

$$
\begin{equation*}
\xi_{\tilde{i}}+\lambda_{1} \frac{\eta_{\tilde{i}}}{\mu^{2}}\left(g_{\tilde{l}}^{\prime}\left(\mathbf{x}_{\tilde{i}}^{*}\right)\right)^{2}+\lambda_{1} \frac{\rho\left(g_{\tilde{l}}\left(\mathbf{x}_{\tilde{i}}^{*}\right) / \mu\right)}{\mu} \zeta_{\tilde{i}} \geq 0 \tag{5.55}
\end{equation*}
$$

Recalling Assumption 3.2 and by $\mu<\frac{\tau}{\alpha}$, an estimation on the left side of (5.55) gives

$$
\begin{equation*}
0 \leq \frac{L_{c, 2} \tau}{\alpha}-\lambda_{1} \check{\rho}_{2} \sigma^{2} / \mu+\lambda_{1} \bar{\rho}_{2} L_{g, 2} \tag{5.56}
\end{equation*}
$$

which contradicts to $\mu<\bar{\mu}_{2} \leq \frac{\lambda_{1} \check{\rho}_{2} \sigma^{2}}{\tau L_{c, 2} / \alpha+\lambda_{1} \bar{\rho}_{2} L_{g, 2}}$ given in (5.48). Therefore, $g_{l}\left(\mathbf{x}_{i}^{*}\right) \notin$ $(0, \alpha \mu), \forall l \in \mathcal{N}_{i}, i \in[n]$. Similarly, $h_{k}\left(\mathbf{y}_{j}^{*}\right) \notin(0, \alpha \mu), \forall k \in \mathcal{M}_{j}, j \in[m]$. Thus, (i) holds. Moreover, (i) implies Assumption 4.1. By Theorem 4.1, we can obtain (ii) and (iii).
(iv) Suppose $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a weak second order stationary point of (5.9). To proceed the proof, we use a slight modification of functions in (5.42) and (5.43) as follows

$$
\begin{gather*}
W_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}(\mathbf{x})=c\left(\mathbf{x}, \mathbf{y}^{*}\right)+\frac{\lambda_{1} \rho_{0}}{\mu} \sum_{i=1}^{n} \sum_{l \in \mathcal{A}_{i}^{0}\left(\mathbf{x}_{i}^{*}\right)} g_{l}\left(\mathbf{x}_{i}\right)_{+},  \tag{5.57}\\
V_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}(\mathbf{y})=-c\left(\mathbf{x}^{*}, \mathbf{y}\right)+\frac{\lambda_{2} \rho_{0}}{\mu} \sum_{j=1}^{m} \sum_{k \in \mathcal{B}_{j}^{0}\left(\mathbf{y}_{j}^{*}\right)} h_{k}\left(\mathbf{y}_{j}\right)_{+}, \tag{5.58}
\end{gather*}
$$

which are convex on $\mathcal{X}$ and $\mathcal{Y}$, respectively. By Assumption 3.2 and (3.3), if $g_{l}\left(\mathbf{x}_{i}^{*}\right) \geq$ $\alpha \mu$ or $g_{l}\left(\mathbf{x}_{i}^{*}\right)<0$ for some $i \in[n]$ and $l \in \mathcal{N}_{i}$, then $\partial_{t} r(t, \mu)_{t=g_{l}\left(\mathbf{x}_{i}^{*}\right)} g_{l}^{\prime}\left(\mathbf{x}_{i}^{*}\right)=0$. From (i), $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ satisfies (5.54). Thus, using (3.3) again and by (5.53), we have

$$
\begin{equation*}
\mathbf{0} \in \nabla_{\mathbf{x}} c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)+\frac{\lambda_{1} \rho_{0}}{\mu} \sum_{i=1}^{n}\left(\sum_{l \in \mathcal{A}_{i}^{0}\left(\mathbf{x}_{i}^{*}\right)}[0,1] g_{l}^{\prime}\left(\mathbf{x}_{i}^{*}\right)\right) \mathbf{e}_{i}+N_{\mathcal{X}}\left(\mathbf{x}^{*}\right) \tag{5.59}
\end{equation*}
$$

which implies $0 \in \partial_{\mathbf{x}} W_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}\left(\mathbf{x}^{*}\right)+N_{\mathcal{X}}\left(\mathbf{x}^{*}\right)$. Thus, $\mathbf{x}^{*}$ is a global minimizer of $W_{\mathbf{x}^{*}, \mathbf{y}^{*}, \mu}(\mathbf{x})$ on $\mathcal{X}$. In what follows, similar to the analysis in Theorem 5.2, we get that ( $\mathbf{x}^{*}, \mathbf{y}^{*}$ ) is an $\alpha \mu$-strong local saddle point of (5.1).

### 5.3 Continuous relaxations defined by different density functions

In this subsection, we use three examples to explain the different properties of the continuous relaxation problems constructed by the density functions that satisfy Assumption 3.1 or 3.2. In particular, we use the density functions in Examples 3.1 and 3.3 to construct two different continuous relaxation problems, which have different relations with min-max problem (1.1) regarding local saddle points and strong local saddle points.

- In Example 5.1, we show that we can provide a possible larger lower bound to the saddle points of (5.1) by the analysis on the continuous relaxation models with different density functions.
- It is interesting to see in Example 5.2 that the bounds in (4.1) and (4.2) with $0<\mu<\bar{\mu}_{1}, \bar{\mu}_{1}$ in (5.30) and $\alpha=1$ (given in subsection 5.1 by the continuous relation model with a density function in Example 3.1 and $p=1$ ) is satisfied by the global minimax points of this example, but these bounds with $0<\mu<\bar{\mu}_{2}$, $\bar{\mu}_{2}$ in (5.48), and $\alpha$ in Assumption 3.2 (given in subsection 5.2 by the continuous relation model with a density function satisfying Assumption 3.2) may not hold to the global minimax points.
- Note that all the functions $r(\cdot, \mu)$ in Examples 3.1-3.4 can be expressed by DC functions and continuously differentiable on $(0, \alpha \mu)$, where $p=1$ in Example 3.1. Then, when $c$ is continuously differentiable, both the weak d-stationary point and weak second order stationary point to these continuous relaxation models are well-defined. In Example 5.3, we will show that a weak second order stationary point is not necessary to be a weak d-stationary point of the continuous relaxation problem with a density function in Example 3.1 and $p=1$. Moreover, a weak dstationary points is also not necessary to be a weak second order stationary point of the continuous relaxation problem with a density function in Example 3.3.
Example 5.1. Consider

$$
\begin{equation*}
\min _{\mathbf{x} \in[-2,2]} \max _{\mathbf{y} \in[-2,2]} f(\mathbf{x}, \mathbf{y}):=(\mathbf{x}-1)(\mathbf{y}-1)+3\|\mathbf{x}\|_{0}-3\|\mathbf{y}\|_{0} \tag{5.60}
\end{equation*}
$$

In Example 2.1, we have verified that $(0,0)$ is the unique saddle point of (5.60). Assumption 5.1 holds with $\sigma=1, \tau=2, L_{c, 1}=3$ and $L_{c, 2}=L_{g, 2}=L_{h, 2}=0$.

Case 1: Choose the density function $\rho$ in Example 3.1 with $p=1$ to build up its continuous relaxation. Then, $\alpha=1, \underline{\rho}=1$ and then $\bar{\mu}_{1}=1$ in (5.30). Since we can choose any $\mu$ in $\left(0, \bar{\mu}_{1}\right)$, by Theorem 5.1, it gives that the saddle points and global minimax points of (5.60) satisfy the lower bounds that

$$
\begin{equation*}
\text { either } \mathbf{x}=0 \text { or }|\mathbf{x}| \geq \nu \text { and either } \mathbf{y}=0 \text { or }|\mathbf{y}| \geq \nu \tag{5.61}
\end{equation*}
$$

with $\nu=1$.

Case 2: Choose the density function $\rho$ in Example 3.3 with $\alpha=2$ to build up its continuous relaxation. Then, the analysis in subsection 5.2 gives that $\bar{\mu}_{2}=1$. By Theorem 5.3, we have that any saddle point of (5.60) satisfies the lower bound in (5.61) with $\nu=2$.

Example 5.2. Consider

$$
\min _{\mathbf{x} \in[-2,2]} \max _{\mathbf{y} \in[-2,2]} f(\mathbf{x}, \mathbf{y}):=(\mathbf{x}-1)(\mathbf{y}-1)+\|\mathbf{x}\|_{0}-\|\mathbf{y}\|_{0} .
$$

Example 2.1 shows that $(3 / 2,0)$ and $(3 / 2,2)$ are global minimax points of this problem.
By basic calculation, $\bar{\mu}_{1}=1 / 3$ when we define $\rho$ by Example 3.1 with $p=1$. Then, by Theorem 5.1, any global minimax point of this example satisfies (5.61) with any $\nu=\mu<\bar{\mu}_{1}$.

However, when we define $\rho$ by Example 3.3 with $\alpha=2$, then $\bar{\mu}_{2}=1$. It is obvious that neither of the two global minimax points satisfies (5.61) with $\nu=\alpha \mu$ when $3 / 4<$ $\mu<\bar{\mu}_{2}$.
Example 5.3. Consider

$$
\begin{equation*}
\min _{\mathbf{x} \in[-2,2]} \max _{\mathbf{y} \in[-2,2]} f(\mathbf{x}, \mathbf{y}):=(\mathbf{x}-1)(1-\mathbf{y})+\|\mathbf{x}\|_{0}-\|\mathbf{y}\|_{0} . \tag{5.62}
\end{equation*}
$$

On one hand, choose the density function $\rho$ in Example 3.1 with $p=1$ and $\mu=1 / 4$ to build up its continuous relaxation, where $0<\mu<\bar{\mu}_{1}=1 / 3$. For this case, we can verify that $(-1 / 4,1 / 4)$ is a weak second order stationary point of its continuous relaxation model, but it is not a weak d-stationary point of it and is also not a local saddle point of (5.62).

On the other hand, choose the density function $\rho$ in Example 3.3 with $\alpha=1$ and $\mu=1$ to build up its continuous relaxation, where $0<\mu<\bar{\mu}_{2}=2$. For this case, we can easily check that $(1,1)$ is a weak d-stationary point but not a weak second order stationary point of this continuous relaxation model, and it is not a local saddle point of (5.62).

At the end of this subsection, we summarize the relations between min-max problem (5.1) and its continuous relaxation problem (5.9) in Fig. 1. From Fig. 1, we find that both weak d-stationary point and weak second order stationary point of (5.9) are necessary conditions to the saddle points of (5.1) and (5.9), but sufficient conditions to the $\nu$-strong local saddle points of (5.1). Getting a bound on $\nu$ in (2.8) satisfied by all saddle points of (5.1) would allow us to discard a certain number of local saddle points which are not saddle points. When problem (5.1) satisfies Assumption 5.1, by Theorem 5.1 and Theorem 5.2, we can conclude that any saddle point of (5.1) satisfies the lower bounds in (2.8) with $\nu:=\mu<\bar{\mu}_{1}$, which is obtained by the continuous relaxation model with $\rho$ in Example 3.1 and $p=1$. For a more special case, we also obtain from Theorem 5.3 that any saddle point of (5.1) satisfies the lower bounds in (2.8) with $\nu:=\alpha \mu<\alpha \bar{\mu}_{2}$, which is obtained by the continuous relaxation model with $\rho$ satisfying Assumption 3.2.


Fig. 1: Relations between problems (5.1) and (5.9) with different relaxations

## 6 Applications

In this section, we use three examples to explain the motivation and theoretical results of this paper. Moreover, we present numerical results for the third example.

### 6.1 Distributionally robust sparse convex regression

The sparse convex regression problem

$$
\min _{\mathbf{x} \in \mathcal{X}} \mathbb{E}\left[\varphi\left(\mathbf{x} ; \mathbf{c}_{\xi}, d_{\xi}\right)\right]+\lambda_{1}\|\mathbf{x}\|_{0}
$$

has wide applications in data science, where $\mathcal{X}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \underline{\mathbf{u}} \leq \mathbf{x} \leq \overline{\mathbf{u}}\right\}$ with $\underline{\mathbf{u}}<\overline{\mathbf{u}}$, $\left(\mathbf{c}_{\xi}, d_{\xi}\right) \in \mathbb{R}^{n} \times \mathbb{R}$ represents a random data set of interest, $\varphi\left(\cdot ; \mathbf{c}_{\xi}, d_{\xi}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a convex loss function and $\mathbb{E}$ is the expectation. Widely used convex loss functions include the censored function $\left(\max \left(\mathbf{c}_{\xi}^{\top} \mathbf{x}, 0\right)-d_{\xi}\right)^{2}$ and the $\ell_{1}$ function $\left|\mathbf{c}_{\xi}^{\top} \mathbf{x}-d_{\xi}\right|$, which are nonsmooth functions. Then, the distributionally robust sparse convex regression problem can be expressed by

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} \sum_{i=1}^{m} \mathbf{y}_{i} \varphi_{i}(\mathbf{x})+\lambda_{1}\|\mathbf{x}\|_{0} \tag{6.1}
\end{equation*}
$$

with $\varphi_{i}(\mathbf{x}):=\varphi\left(\mathbf{x} ; \mathbf{c}_{i}, d_{i}\right)$, a set of $m$ samples $\left\{\mathbf{c}_{i}, d_{i}\right\}_{i=1}^{m}$ and the approximation of the ambiguity set $\hat{\mathcal{Y}}=\left\{\mathbf{y} \in \mathbb{R}^{m}: \mathbf{y} \geq 0, \mathbf{e}^{\top} \mathbf{y}=1,\|\mathbf{A y}-\mathbf{b}\| \leq \delta\right\}$. Here $(\mathbf{A}, \mathbf{b}, \delta) \in$ $\mathbb{R}^{k \times m} \times \mathbb{R}^{k} \times \mathbb{R}_{+}$describes the approximated ambiguity set in a general moment form.

Taking account of the constraint on $\mathbf{y}$, the following penalty form

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} \underbrace{\sum_{i=1}^{m} \mathbf{y}_{i} \varphi_{i}(\mathbf{x})-\beta \max \left\{\|\mathbf{A} \mathbf{y}-\mathbf{b}\|^{2}-\delta^{2}, 0\right\}}_{c(\mathbf{x}, \mathbf{y})}+\lambda_{1}\|\mathbf{x}\|_{0} \tag{6.2}
\end{equation*}
$$

for (6.1) is promising, where $\beta>0$ is a penalty parameter and $\mathcal{Y}=\left\{\mathbf{y} \in \mathbb{R}^{m}: \mathbf{y} \geq\right.$ $\left.0, \mathbf{e}^{\top} \mathbf{y}=1\right\}$. In (6.2), $c(\mathbf{x}, \mathbf{y})$ is nonsmooth with respect to both $\mathbf{x}$ and $\mathbf{y}$. However, thanks to the method in subsection 4.3, a smoothing function to $c$ can be easily constructed with the properties in (4.23) and (4.24). For example, if $\varphi_{i}(\mathbf{x})=\left|\mathbf{c}_{i}^{\top} \mathbf{x}-d_{i}\right|$, then we can set

$$
\tilde{c}(\mathbf{x}, \mathbf{y}, \varepsilon)=\sum_{i=1}^{m} \mathbf{y}_{i} \theta\left(\mathbf{c}_{i}^{\top} \mathbf{x}-d_{i}, \varepsilon\right)-\beta \phi\left(\|\mathbf{A} \mathbf{y}-\mathbf{b}\|^{2}-\delta^{2}, \varepsilon\right)
$$

where $\phi(s, \varepsilon)$ is a smoothing function of the plus function $s_{+}$and $\theta(s, \varepsilon)$ is a smoothing function of the absolute value function $|s|$. Note that $\phi(s, \varepsilon)$ can be defined by any one of the following formulations:

$$
\begin{gathered}
\phi(s, \varepsilon)=s+\varepsilon \ln \left(1+e^{-\frac{s}{\varepsilon}}\right), \\
\phi(s, \varepsilon)=\left\{\begin{array}{ll}
s_{+} & \text {if }|s|>\varepsilon \\
\frac{(s+\varepsilon)^{2}}{4 \varepsilon} & \text { if }|s| \leq \varepsilon,
\end{array} \quad \phi(s, \varepsilon)= \begin{cases}s+\frac{\varepsilon}{2} e^{-\frac{s}{\varepsilon}} & \text { if } s>0 \\
\frac{\varepsilon}{2} e^{\frac{s}{\varepsilon}} & \text { if } s \leq 0\end{cases} \right.
\end{gathered}
$$

and $\theta(s, \varepsilon)$ can be given by $\theta(s, \varepsilon)=\phi(s, \varepsilon)+\phi(-s, \varepsilon)$. From Definition 4.1, it is clear that $\tilde{c}$ is a smoothing convex-concave function of $c$. Moreover, by Proposition 4.1, it satisfies (4.23) and (4.24).

### 6.2 Robust bond portfolio construction

We consider a portfolio of $n$ bonds with quantities $\mathbf{x} \in \mathcal{X} \subseteq \mathbb{R}_{+}^{n}$ and time periods $t=1, \ldots, T$, where the set $\mathcal{X}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \underline{\mathbf{u}} \leq \mathbf{x} \leq \overline{\mathbf{u}}\right\}$ gives a range of possible quantities for each bond. Let $\alpha_{i, t}$ denote the cash flow from bond $i$ in period $t$, which includes the coupon payments and the payment of the face value at maturity.

Let $p \in \mathbb{R}_{+}^{n}$ denote the price of the bonds with

$$
p_{i}=\sum_{t=1}^{T} \alpha_{i, t} \exp \left(-t\left(u_{t}+s_{i}\right)\right), \quad i=1, \ldots, n
$$

where $s_{i} \geq 0$ is the spread for bond $i$ and $u_{t}$ is the yield curve at time $t$. The portfolio value is given by $p^{\top} \mathbf{x}$. Let $\phi$ be a smooth convex nominal function that may include tracking error against a benchmark, a risk term and a transaction cost term.

Let $\mathbf{y}=\left(u^{\top}, s^{\top}\right)^{\top} \in \mathbb{R}^{n+T}$. The set $\mathcal{Y}=\left\{\mathbf{y} \in \mathbb{R}^{n+T}: \underline{\mathbf{v}} \leq \mathbf{y} \leq \overline{\mathbf{v}}\right\}$ gives a range of possible values for each point in the yield curve and for each spread.

A version of the robust bond portfolio construction model in [35] is the following convex-concave saddle point problem

$$
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} c(\mathbf{x}, \mathbf{y}):=\phi(\mathbf{x})-\lambda \sum_{i=1}^{n} \sum_{t=1}^{T} \mathbf{x}_{i} \alpha_{i, t} \exp \left(-t\left(\mathbf{y}_{t}+\mathbf{y}_{T+i}\right)\right)-\beta\|\mathbf{A} \mathbf{y}-\mathbf{b}\|_{1}
$$

where $\|\mathbf{A y}-\mathbf{b}\|_{1}$ describes the uncertainties in yield curves and spreads, and $c(\mathbf{x}, \mathbf{y})$ is a nonsmooth function with respect to $\mathbf{y}$. A robust bond portfolio construction with sparse selection of bonds is as follows

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} c(\mathbf{x}, \mathbf{y})+\lambda_{1}\|\mathbf{x}\|_{0} \tag{6.3}
\end{equation*}
$$

Problem (6.3) is a nonsmooth convex-concave saddle point problem with cardinality penalty $\|\mathbf{x}\|_{0}$, where $\mathcal{X}$ is a convex set with $\operatorname{int}(\mathcal{X}) \neq \emptyset$, and $\mathcal{Y}$ is a convex set. Note that the assumption $\operatorname{int}(\mathcal{Y}) \neq \emptyset$ in (5.2) and Assumption 5.1-(ii) can be removed, since (6.3) does not have a cardinality function of $\mathbf{y}$. A smoothing function of $\|\mathbf{A y}-\mathbf{b}\|_{1}$ in the function $c$ can be constructed by $\theta(s, \varepsilon)$ in subsection 6.1.

### 6.3 Sparse convex-concave logistic regression saddle point problems

Motivated by the unconstrained convex-concave logistic regression saddle point problem in [5], we consider the following saddle point problem

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} c(\mathbf{x}, \mathbf{y}):=\sum_{k=1}^{N} \log \left(1+e^{-\alpha_{k} \mathbf{a}_{k}^{\top} \mathbf{x}}\right)+\mathbf{x}^{\top} \mathbf{A} \mathbf{y}-\sum_{k=1}^{N} \log \left(1+e^{-\beta_{k} \mathbf{b}_{k}^{\top} \mathbf{y}}\right) \tag{6.4}
\end{equation*}
$$

where $\mathcal{X}=\left\{\mathbf{x}:\|\mathbf{x}\|_{\infty} \leq 1\right\}, \mathcal{Y}=\left\{\mathbf{y}:\|\mathbf{y}\|_{\infty} \leq 1\right\}, \mathbf{a}_{k} \in\{0,1\}^{n}, \mathbf{b}_{k} \in\{0,1\}^{m}$, $\mathbf{A} \in\{0,1\}^{n \times m}$ and $\alpha_{k}, \beta_{k} \in\{-1,1\}$, for all $k \in[N]$. To find a sparse solution, we consider the following min-max model

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} c(\mathbf{x}, \mathbf{y})+\lambda_{1}\|\mathbf{x}\|_{0}-\lambda_{2}\|\mathbf{y}\|_{0} \tag{6.5}
\end{equation*}
$$

with $\lambda_{1}>0$ and $\lambda_{2}>0$. It is clear that $c$ is a smooth convex-concave function and Assumption 5.1 holds for (6.5) with $\tau=\sigma=1$. It has

$$
\nabla_{\mathbf{x}} c(\mathbf{x}, \mathbf{y})=\sum_{k=1}^{N} \frac{-\alpha_{k} e^{-\alpha_{k} \mathbf{a}_{k}^{\top} \mathbf{x}}}{1+e^{-\alpha_{k} \mathbf{a}_{k}^{\top} \mathbf{x}}} \mathbf{a}_{k}+\mathbf{A} \mathbf{y}, \nabla_{\mathbf{y}} c(\mathbf{x}, \mathbf{y})=-\sum_{k=1}^{N} \frac{-\beta_{k} e^{-\beta_{k} \mathbf{b}_{k}^{\top} \mathbf{y}}}{1+e^{-\beta_{k} \mathbf{b}_{k}^{\top} \mathbf{y}} \mathbf{b}_{k}+\mathbf{A}^{\top} \mathbf{x} . . . . . .}
$$

By simple calculation, we can set $L_{c, 1}$ in (5.22) by

$$
\begin{equation*}
L_{c, 1}=\max \left\{\|\mathbf{a}\|_{\infty}+\|\mathbf{A}\|_{\infty},\|\mathbf{b}\|_{\infty}+\left\|\mathbf{A}^{\top}\right\|_{\infty}, 1\right\} \tag{6.6}
\end{equation*}
$$

where $\mathbf{a}=\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{N}\right)$ and $\mathbf{b}=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{N}\right)$.

If we choose the density function in Example 3.1 with $p=1$ to construct continuous relaxation function $f^{R}(\mathbf{x}, \mathbf{y}, \mu)$, then $\alpha=\rho=1$. From the weak d-stationary point defined in Definition 5.1 and by Theorem 5.2, if $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in \mathcal{X} \times \mathcal{Y}$ is a weak d-stationary point of $\min _{\mathbf{x} \in \mathcal{X}} \max _{\mathbf{y} \in \mathcal{Y}} f^{R}(\mathbf{x}, \mathbf{y}, \mu)$, then $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)$ is a $\mu$-strong local saddle point of (6.5), that is

$$
\begin{cases}\left|\mathbf{x}_{i}^{*}\right| \notin(0, \mu),\left|\mathbf{y}_{j}^{*}\right| \notin(0, \mu), & \forall i \in[n], j \in[m]  \tag{6.7}\\ 0 \in\left[\nabla_{\mathbf{x}} c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)\right]_{i}+N_{\mathcal{X}_{i}}\left(\mathbf{x}_{i}^{*}\right), & \text { for } i \in[n] \text { satisfying }\left|\mathbf{x}_{i}^{*}\right| \geq \mu \\ 0 \in-\left[\nabla_{\mathbf{y}} c\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right)\right]_{j}+N_{\mathcal{Y}_{j}}\left(\mathbf{y}_{j}^{*}\right), & \text { for } j \in[m] \text { satisfying }\left|\mathbf{y}_{j}^{*}\right| \geq \mu\end{cases}
$$

There are many interesting algorithms for min-max problems $[1,4,15,25,36,42$, 48, 49]. To illustrate our theoretical results, we solve convex-concave min-max problem (6.4) by the Proximal Gradient Descent Ascent (PGDA) algorithm proposed in [15] as follows

$$
\mathbf{x}^{k+1}=\arg \min _{\mathbf{x} \in \mathcal{X}} Q\left(\mathbf{x}, \mathbf{x}^{k} ; \mathbf{y}^{k}, \mathbf{y}^{k}\right), \quad \mathbf{y}^{k+1}=\arg \max _{\mathbf{y} \in \mathcal{Y}} Q\left(\mathbf{x}^{k+1}, \mathbf{x}^{k} ; \mathbf{y}, \mathbf{y}^{k}\right),
$$

where
$Q(\mathbf{x}, \tilde{\mathbf{x}} ; \mathbf{y}, \tilde{\mathbf{y}}):=\left\langle\nabla_{\mathbf{x}} c(\tilde{\mathbf{x}}, \tilde{\mathbf{y}}), \mathbf{x}-\tilde{\mathbf{x}}\right\rangle+\left\langle\nabla_{\mathbf{y}} c(\tilde{\mathbf{x}}, \tilde{\mathbf{y}}), \mathbf{y}-\tilde{\mathbf{y}}\right\rangle+\frac{1}{2} \gamma\|\mathbf{x}-\tilde{\mathbf{x}}\|^{2}-\frac{1}{2} \gamma\|\mathbf{y}-\tilde{\mathbf{y}}\|^{2}$,
and $\gamma \geq \max \left\{\|\mathbf{a}\|_{\infty},\|\mathbf{b}\|_{\infty}\right\} \geq \max _{\mathbf{x} \in \mathcal{X}, \mathbf{y} \in \mathcal{Y}, i \in[n], j \in[m]}\left\{\left|\left[\nabla_{\mathbf{x x}}^{2} c(\mathbf{x}, \mathbf{y})\right]_{i i}\right|,\left|\left[\nabla_{\mathbf{y y}}^{2} c(\mathbf{x}, \mathbf{y})\right]_{j j}\right|\right\}$. If $\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)$ generated by PGDA converges to ( $\overline{\mathbf{x}}, \bar{y}$ ), then

$$
\mathbf{0} \in \nabla_{\mathbf{x}} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})+N_{\mathcal{X}}(\overline{\mathbf{x}}), \quad \mathbf{0} \in-\nabla_{\mathbf{y}} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})+N_{\mathcal{Y}}(\overline{\mathbf{y}})
$$

which implies that $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ is a saddle point of (6.4) by the convexity-concavity of $c$.
To find a sparse local saddle point of (6.5), we define the continuous relaxation

$$
\begin{equation*}
Q_{d_{\tilde{\mathbf{x}}}, d_{\tilde{\mathbf{y}}}}(\mathbf{x}, \tilde{\mathbf{x}} ; \mathbf{y}, \tilde{\mathbf{y}} ; \mu):=Q(\mathbf{x}, \tilde{\mathbf{x}} ; \mathbf{y}, \tilde{\mathbf{y}})+\lambda_{1} \sum_{i=1}^{n} \Phi^{d_{\tilde{\mathbf{x}}_{i}}}\left(\mathbf{x}_{i}, \mu\right)-\lambda_{2} \sum_{j=1}^{m} \Phi^{d_{\tilde{\mathbf{y}}_{j}}}\left(\mathbf{y}_{j}, \mu\right) \tag{6.8}
\end{equation*}
$$

where $\Phi^{d_{\tilde{s}}}(s, \mu)=\left\{\begin{array}{ll}\frac{1}{\mu}|s| & \text { if }|\tilde{s}|<\mu \\ 1 & \text { if }|\tilde{s}| \geq \mu .\end{array}\right.$ Notice that for fixed $\tilde{\mathbf{x}} \in \mathcal{X}, \tilde{\mathbf{y}} \in \mathcal{Y}$ and $\mu>0$, $Q_{d_{\tilde{\mathbf{x}}}, d_{\tilde{\mathbf{y}}}}(\cdot, \tilde{\mathbf{x}} ; \cdot, \tilde{\mathbf{y}} ; \mu)$ is convex-concave.

Combining the PGDA with the alternating index at $\mathbf{x}^{k}$ and $\mathbf{y}^{k}$ in [3], we propose the following Alternating Proximal Gradient Descent Ascent (APGDA) algorithm

$$
\begin{aligned}
& \mathbf{x}^{k+1}=\arg \min _{\mathbf{x} \in \mathcal{X}} Q_{d_{\mathbf{x}^{k}}, d_{\mathbf{y}^{k}}}\left(\mathbf{x}, \mathbf{x}^{k} ; \mathbf{y}^{k}, \mathbf{y}^{k} ; \mu\right) \\
& \mathbf{y}^{k+1}=\arg \max _{\mathbf{y} \in \mathcal{Y}} Q_{d_{\mathbf{x}^{k+1}}, d_{\mathbf{y}^{k}}}\left(\mathbf{x}^{k+1}, \mathbf{x}^{k} ; \mathbf{y}, \mathbf{y}^{k} ; \mu\right)
\end{aligned}
$$

Although the two steps in APGDA can be considered as a generalization Algorithm 3.1 in [3] for solving two minimization problems: $\min _{\mathbf{x} \in \mathcal{X}} f\left(\mathbf{x}, \mathbf{y}^{k}\right)$ and $\min _{\mathbf{y} \in \mathcal{Y}}-f\left(\mathbf{x}^{k+1}, \mathbf{y}\right)$, the convergence analysis of APGDA is not trivial. In what follows, we give a preliminary result on the convergence of APGDA.
Proposition 6.1. For any initial point $\left(\mathbf{x}^{0}, \mathbf{y}^{0}\right) \in \mathcal{X} \times \mathcal{Y}$, if $\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)$ generated by APGDA with $\mu<\frac{\min \left\{\lambda_{1}, \lambda_{2}\right\}}{L_{c, 1}}$ converges to a point $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$, then it is a $\mu$-strong local saddle point of (6.5).
Proof. Let $\Phi_{1}(s, \mu)=|s| / \mu$ and $\Phi_{2}(s, \mu)=1$. There is a subsequence of $\left\{\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)\right\}$ (also denoted by $\left\{\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)\right\}$ ) and vectors $t \in \mathbb{R}^{n}, w \in \mathbb{R}^{m}$ with $t_{i}, w_{j} \in\{1,2\}$ such that $\Phi^{d_{x_{i}^{k}}}(s, \mu)=\Phi_{t_{i}}(s, \mu)$ and $\Phi^{d_{y_{j}^{k}}}(s, \mu)=\Phi_{w_{j}}(s, \mu)$ for any $i \in[n], j \in[m]$ and $k \in \mathbb{N}$. From APGDA, we have

$$
\begin{aligned}
& 0 \in\left[\nabla_{\mathbf{x}} c\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)\right]_{i}+\gamma\left(\mathbf{x}_{i}^{k+1}-\mathbf{x}_{i}^{k}\right)+\lambda_{1} \nabla_{s} \Phi_{t_{i}}\left(\mathbf{x}_{i}^{k+1}, \mu\right)+N_{\mathcal{X}_{i}}\left(\mathbf{x}_{i}^{k+1}\right), \quad \forall i \in[n], \\
& 0 \in-\left[\nabla_{\mathbf{y}} c\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)\right]_{j}+\gamma\left(\mathbf{y}_{j}^{k+1}-\mathbf{y}_{j}^{k}\right)+\lambda_{2} \nabla_{s} \Phi_{w_{j}}\left(\mathbf{y}_{j}^{k+1}, \mu\right)+N_{\mathcal{Y}_{j}}\left(\mathbf{y}_{j}^{k+1}\right), \quad \forall j \in[m] .
\end{aligned}
$$

Letting $k \rightarrow \infty$, for any $i \in[n]$ and $j \in[m]$, we obtain

$$
\begin{align*}
& 0 \in\left[\nabla_{\mathbf{x}} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})\right]_{i}+\lambda_{1} \nabla_{s} \Phi_{t_{i}}\left(\overline{\mathbf{x}}_{i}, \mu\right)+N_{\mathcal{X}_{i}}\left(\overline{\mathbf{x}}_{i}\right), \\
& 0 \in-\left[\nabla_{\mathbf{y}} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})\right]_{j}+\lambda_{2} \nabla_{s} \Phi_{w_{j}}\left(\overline{\mathbf{y}}_{j}, \mu\right)+N_{\mathcal{Y}_{j}}\left(\overline{\mathbf{y}}_{j}\right) . \tag{6.9}
\end{align*}
$$

If there exists $i \in[n]$ such that $\left|\overline{\mathbf{x}}_{i}\right| \in(0, \mu)$, then $\overline{\mathbf{x}}_{i} \in \operatorname{int}\left(\mathcal{X}_{i}\right)$ and the first inclusion in (6.9) gives $L_{c, 1} \leq \frac{\lambda_{1}}{\mu}$, which leads a contradiction. Thus, $\left|\overline{\mathbf{x}}_{i}\right| \notin(0, \mu), \forall i \in[n]$. Similarly, $\left|\overline{\mathbf{y}}_{j}\right| \notin(0, \mu), \forall j \in[m]$.

If there exists $i \in[n]$ such that $\left|\overline{\mathbf{x}}_{i}\right|=\mu$ and $t_{i}=1$, then the first inclusion in (6.9) also brings a contradiction to the value of $\mu$. Putting forward these results into (6.9) gives

$$
\begin{aligned}
& \left|\overline{\mathbf{x}}_{i}\right| \notin(0, \mu), \quad\left|\overline{\mathbf{y}}_{j}\right| \notin(0, \mu), \quad \forall i \in[n], j \in[m], \\
& 0 \in\left[\nabla_{\mathbf{x}} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})\right]_{i}+N_{\mathcal{X}_{i}}\left(\overline{\mathbf{x}}_{i}\right), \quad \forall i \in[n], \overline{\mathbf{x}}_{i} \neq 0, \\
& 0 \in\left[-\nabla_{\mathbf{y}} c(\overline{\mathbf{x}}, \overline{\mathbf{y}})\right]_{j}+N_{\mathcal{Y}_{j}}\left(\overline{\mathbf{y}}_{j}\right), \quad \forall j \in[m], \overline{\mathbf{y}}_{j} \neq 0 .
\end{aligned}
$$

Recalling the results in Theorem 2.1, we confirm that ( $\overline{\mathbf{x}}, \overline{\mathbf{y}}$ ) is a $\mu$-strong local saddle point of (6.5).

For a given point, to determine whether it is a saddle point of (6.4) or a $\mu$-strong local saddle point of (6.5), by the normal cones of $\mathcal{X}=\left\{\mathbf{x}:\|\mathbf{x}\|_{\infty} \leq 1\right\}$ and $\mathcal{Y}=\{\mathbf{y}$ : $\left.\|\mathbf{y}\|_{\infty} \leq 1\right\}$, we define the following evaluation functions

$$
R_{i}(\mathbf{x})=\left\{\begin{array}{ll}
\left(\left[\nabla_{\mathbf{x}} c(\mathbf{x}, \mathbf{y})\right]_{i}\right)_{+} & \text {if } \mathbf{x}_{i}=1 \\
\left(-\left[\nabla_{\mathbf{x}} c(\mathbf{x}, \mathbf{y})\right]_{i}\right)_{+} & \text {if } \mathbf{x}_{i}=-1 \\
\left|\left[\nabla_{\mathbf{x}} c(\mathbf{x}, \mathbf{y})\right]_{i}\right| & \text { otherwise },
\end{array} \quad S_{j}(\mathbf{y})= \begin{cases}\left(-\left[\nabla_{\mathbf{y}} c(\mathbf{x}, \mathbf{y})\right]_{j}\right)_{+} & \text {if } \mathbf{y}_{j}=1 \\
\left(\left[\nabla_{\mathbf{y}} c(\mathbf{x}, \mathbf{y})\right]_{j}\right)_{+} & \text {if } \mathbf{y}_{j}=-1 \\
\left|\left[\nabla_{\mathbf{y}} c(\mathbf{x}, \mathbf{y})\right]_{j}\right| & \text { otherwise }\end{cases}\right.
$$

It is clear that $R_{i}(\mathbf{x}) \geq 0, \forall i \in[n]$ and $S_{j}(\mathbf{y}) \geq 0, \forall j \in[m]$. For $\overline{\mathbf{x}} \in \mathcal{X}$ and $\overline{\mathbf{y}} \in \mathcal{Y}$, it holds

- $p(\overline{\mathbf{x}}):=\sum_{i=1}^{n} R_{i}(\overline{\mathbf{x}})=0$ and $q(\overline{\mathbf{y}}):=\sum_{j=1}^{m} S_{j}(\overline{\mathbf{y}})=0$ if and only if $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ is a saddle point of (6.4).
- $\tilde{p}(\overline{\mathbf{x}}):=\sum_{i: \overline{\mathbf{x}}_{i} \neq 0}\left(R_{i}(\overline{\mathbf{x}})+\max \left\{\mu-\left|\overline{\mathbf{x}}_{i}\right|, 0\right\}\right)=0$ and $\tilde{q}(\overline{\mathbf{y}}):=\sum_{j: \overline{\mathbf{y}}_{j} \neq 0}\left(S_{j}(\overline{\mathbf{y}})+\right.$ $\left.\max \left\{\mu-\left|\overline{\mathbf{y}}_{j}\right|, 0\right\}\right)=0$ if and only if $(\overline{\mathbf{x}}, \overline{\mathbf{y}})$ is a $\mu$-strong local saddle point of (6.5).
Although the sequence convergence of PGDA and APGDA cannot be guaranteed, we can compare the behaviour of the sequences generated by PGDA and APGDA from the same initial points. We conduct a simple test experiment with $n=20$, $m=30, N=50, \lambda_{1}=\lambda_{2}=1$ in Matlab. We randomly generate a binary matrix $\mathbf{A} \in\{0,1\}^{n \times m}$, and for $k \in[N]$ randomly generate $\mathbf{a}_{k} \in\{0,1\}^{n}, \mathbf{b}_{k} \in\{0,1\}^{m}$ with 2 nonzero elements, $\alpha_{k}, \beta_{k} \in\{-1,1\}$. We compute the constant $L_{c, 1}$ as in (6.6) and obtain $\mu=0.0323<\bar{\mu}_{1}$, where $\bar{\mu}_{1}=\min \left\{1,1 / L_{c, 1}\right\}$ is defined as in (5.30). We choose an initial point $\left(\mathbf{x}^{0}, \mathbf{y}^{0}\right)=0.2 \mathbf{e}$ for running both PGDA and APGDA.

In Fig. 2, (a), (c), (e) plot convergent sequences of $\mathbf{x}^{k}, \mathbf{y}^{k}, p\left(\mathbf{x}^{k}\right), q\left(\mathbf{y}^{k}\right)$ generated by PGDA and (b), (d), (f) plot convergent sequences of $\mathbf{x}^{k}, \mathbf{y}^{k}, \tilde{p}\left(\mathbf{x}^{k}\right), \tilde{q}\left(\mathbf{y}^{k}\right)$ generated by APGDA, where each curve in (a)-(d) represents one component of the corresponding vectors. From Fig. 2, we find that the limit point of the sequence $\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)$ generated by PGDA does not have a zero element and some elements of it do not satisfy the lower bounds in (6.7). However, more than half elements of the limit point of $\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)$ generated by APGDA are zero, and all elements of it satisfy the lower bounds in (6.7). This is consistent with the theoretical results and shows the superiority of (6.5) in finding a sparse solution. Moreover, in Fig. 2-(e), from the convergence of $p\left(\mathbf{x}^{k}\right)$ and $q\left(\mathbf{y}^{k}\right)$ on $\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)$ generated by PGDA, we confirm that the limit point of $\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)$ is a saddle point of (6.4), while Fig. 2-(f) shows the convergence of $\tilde{p}\left(\mathbf{x}^{k}\right)$ and $\tilde{q}\left(\mathbf{y}^{k}\right)$ on $\left(\mathbf{x}^{k}, \mathbf{y}^{k}\right)$ generated by APGDA, which confirms that the limit point of this sequence is a $\mu$-strong local saddle point of (6.5).

## 7 Conclusion

In this paper, we prove the existence of local saddle points and global minimax points of problem (1.1) and define a class of strong local saddle points of it. To construct interesting continuous relaxations to (1.1) based on convolution, we introduce two classes of density functions which satisfy Assumptions 3.1 and 3.2 , respectively. The induced continuous relaxations include the capped- $\ell_{p}$ with $0<p \leq 1$, scaled SCAD, scaled MCP, hard thresholding functions as special cases. Moreover, we establish the relations between problem (1.1) and its continuous relaxation (3.12) regarding their saddle points, local saddle points and global minimax points by using the lower bound properties of $g(\mathbf{x})$ and $h(\mathbf{y})$ in (4.1)-(4.2) at the local saddle points and global minimax points of the continuous relaxation problem. Moreover, we define the weak d-stationary points and weak second order stationary points of problem (5.1), which are necessary conditions for the local saddle points of its continuous relaxation problem (5.9), while sufficient conditions for the strong local saddle points of (5.1). In addition, we study the smoothing approximation of (5.9) by using a smoothing convex-concave function of nonsmooth $c$ and prove that any accumulation point of weak d-stationary points of the smoothing approximation problem is a weak d-stationary point of (5.9) as the smoothing parameter goes to zero.


Fig. 2: Convergence of $\mathbf{x}^{k}, \mathbf{y}^{k}, p\left(\mathbf{x}^{k}\right)$ and $q\left(\mathbf{y}^{k}\right)$ generated by PGDA and convergence of $\mathbf{x}^{k}, \mathbf{y}^{k}, \tilde{p}\left(\mathbf{x}^{k}\right)$ and $\tilde{q}\left(\mathbf{y}^{k}\right)$ generated by APGDA
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