Chebyshev’s Theorem

The probability that any random variable X falls within k standard deviations of the
mean is at least

(1—k—12) . That is

Pr(u—ko <x< u+ko) Zl—k—lz
Proof

o’ =E[(x—p)*]
= [ (x=p)* £ (x)dx
= [ oy £ Ok [ O £ 00k [ (x- a0 £ ()

> [ (x— ) £ () + [IRCEIORICLY

Since the 2" of the three integrals is non-negative.

Now since |x—u|>ko wherever x>pu+ko or x<u-ko , we have
(x—u)? >k*a? in both remaining integrals. It follows that
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and that
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