
Federated Learning (FL) is a popular framework for joint model training when the full dataset is distributed at multiple 
data owners and, due to privacy concerns, the data cannot be shared with other owners. According to how the data 
is distributed, there are two categories of FL: horizontal FL and vertical FL. In the horizontal FL, different owners have 
disjoint sets of data subjects. In the vertical FL, different stakeholders own disjoint sets of attributes belonging to the 
same group of data subjects. In this talk, I will first show the privacy vulnerability in a classic horizontal FL algorithm, 
even if some promising empirical defenses are provided. Then, I will introduce privacy-preserving algorithms for data 
release in the vertical FL setting. With the data released by our algorithm, one can study linear regression without the 
ability to infer private attributes of individuals.
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